STOKES FLOW IN A TRENCH BETWEEN CONCENTRIC CYLINDERS*

JUNG Y. YOO AND DANIEL D. JOSEPH†

Abstract. In this paper we develop a separation of variables theory for solving problems of Stokes flow in annular trenches bounded by horizontal parallel planes and concentric vertical cylinders. The theory leads to a new set of Stokes flow eigenfunctions, adjoint eigenfunctions, biorthogonality conditions and an algorithm for the computation of the coefficients in an eigenfunction expansion of edge data prescribed on the horizontal boundaries. To illustrate the algorithm we compute the motion and the shape of the free surface on a liquid in the space between two cylinders which are maintained at different temperatures. The solution is constructed as a domain perturbation of the rest state in powers of the temperature difference. At the lowest significant order the problem is reduced to a Stokes flow problem of the desired type with edge data prescribed on the horizontal boundaries.

1. Introduction. The aim of this paper is to contribute to a "separation of variables" theory for Stokes flows in cavities of simple configuration. Generality in a "separation of variables" theory is associated with the applicability of the techniques to many problems in many domains of simple shape. We claim this kind of generality for the theory given here. The techniques developed here owe much to the excellent ideas which R. C. T. Smith [10] introduced in his study of stresses in a semi-infinite strip clamped at its side and loaded at its top edge. Smith's ideas were used by Joseph and Fosdick [6] to study a narrow gap approximation for secondary motions generated in the problem of the free surface on a liquid between cylinders rotating at different speeds. A more complete analysis, including numerical analysis, of the problem of Stokes flow in rectangular trenches was given by Joseph and Sturges [7] in their study of the free surface on a liquid filling a rectangular trench heated from its side. In that paper it is shown that Smith's biorthogonal series are formally analogous to complex Fourier series and though the biorthogonal eigenfunctions are much more complicated than circular functions, the "Fourier coefficients" may be computed by simple algorithms. Joseph and Sturges [7] also showed how the eigenfunction expansions should be used to compute solutions when the rectangular strip is not semi-infinite but, instead, has a solid bottom.

Smith [10] also established conditions on the edge data sufficient to guarantee the convergence of the biorthogonal series. But Smith's conditions are too restrictive for applications. Joseph [4] and Joseph and Sturges [5] showed that the biorthogonal series converge for all types of edge data which might be expected in applications.

The same type of biorthogonal expansions were used by Joseph [3] in a study of the free surface on the round edge of a flowing liquid filling a torsion flow viscometer. This is the first case where this type of eigenfunction expansion arises for a Stokes flow problem which is not biharmonic. Similar eigenfunction expansions are required for the axisymmetric problems of Stokes flow in a wedge shaped trench studied by Liu and Joseph [8] and for the problem of axisymmetric flow in a cone studied by Liu and Joseph [14]. The study of the free surface on a viscoelastic
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fluid between oscillating planes (Sturges and Joseph [11]) also falls within the
domain of application of the biorthogonal series. This problem may be reduced to
the study of \( \nabla^* \psi + \lambda^2 \nabla^2 \psi = 0 \) (\( \lambda^2 \) is complex) where \( \psi \) and the normal derivative of
\( \psi \) vanish on the side-walls.

The list of problems given in the last paragraph is a small sample of the
problems which can be solved by biorthogonal eigenfunction expansions. The
eigenfunctions required in these different problems depend on the given data and
on the domain of flow; though the data and domains of flow differ from problem to
problem, the expansions for different problems share common properties which
appear to be intrinsic to Stokes flow in cavities.

In this paper we shall develop the theory of biorthogonal eigenfunction
expansions for problems which are posed between concentric cylinders. The
details of the derivation of the eigenfunctions, asymptotic expansions, limiting
cases and computational algorithms are given in the appendices. In the text we
show, by example, how to apply the theory. Our sample problem is to describe the
motion and the shape of the free surface on the top of a liquid which fills the space
between two concentric cylinders with prescribed constant but unequal, tempera-
tures. In the limit, as the ratio of the gap width to the radius of the inner cylinder
tends to zero, our problem reduces to the problem of the free surface on a liquid in
a rectangular trench studied by Joseph and Sturges [7]. We use the methods
employed by Joseph and Sturges to construct the solution of our problem as a
domain perturbation of the rest state in powers of the temperature difference. At
the lowest significant order the problem is reduced to a Stokes flow problem of the
desired type with edge data prescribed on the horizontal boundaries.

2. Mathematical formulation. We consider the steady motion of a Newto-
nian liquid between concentric cylinders of radius \( \bar{b} \) and \( \bar{a}, \bar{b} > \bar{a} \). The liquid fills
the annulus up to a mean height \( \bar{\delta} \); the total volume of the liquid is \( \pi (\bar{b}^2 - \bar{a}^2) \bar{\delta} \).
Cylindrical coordinates \((r, \theta, z)\) are located on the axis of the cylinders at a height
\( \bar{D} \) from the flat bottom (see Fig. 1). The pressure of the atmosphere at the top of
the liquid is \( p_a \) and the reduced pressure in the fluid is designated as

\[ \Phi = p(r, z) - p_a + \rho g z, \]

where \( p(r, z) \) is the pressure in the fluid, \( \rho \) is the density and \( g \) is the acceleration of
gravity. Since the fluid is incompressible, the volume \( \pi (\bar{b}^2 - \bar{a}^2) \bar{\delta} \) occupied by the
fluid is an invariant and the free surface

\[ z = h(r) \]

must have a zero mean value

\[ 0 = \int_{\bar{a}}^{\bar{b}} 2\pi rh(r) \, dr. \]

The temperature on the wall at \( r = \bar{a} \) and \( r = \bar{b} \) is \( T_0 \) and \( T_0 + \varepsilon \), respectively. We
will assume that the bottom of the cylinder is insulated and since the thermal
conductivity of liquids is generally so much greater than the thermal conductivity
of air, the free surface of the liquid-air interface is also assumed to be insulated.
We designate the temperature as \( T(r, z) = \Theta(r, z) + T_0 \), the solenoidal velocity by
\( u = e_u + e_w \), the stress deviator by \( S = 2\mu D[u] \) where \( D \) is the rate-of-strain
Fig. 1. A fixed volume \( \pi (\delta^2 - \tilde{a}^2) \delta \) of liquid fills a cylindrical annulus heated from its side up to a mean height \( \delta \) from a flat bottom. The origin of coordinates \((r, \theta, z)\) is set in the plane of the mean height. The rigid bottom of the cylinder and the air at the free surface are assumed to be insulated relative to the liquid. Dimensionless coordinates \((\tilde{r}, \tilde{\theta}, \tilde{z})\), values \(a, b, D\) and functions \(\varphi(t, y), \psi(t, y)\), are defined by (3.6).

tensor and \( \mu \) is the viscosity. The variables \( \Theta(r, z), u(r, z) \) and \( \Phi(r, z) \) are defined in

\[
\mathcal{V}_e = \mathcal{V}_e[r, z], \quad \tilde{a} \leq r \leq \tilde{r}, \quad -\tilde{D} \leq z \leq h(r; \varepsilon),
\]

where the dependence of the free surface \( h(r; \varepsilon) \) on the temperature difference \( \varepsilon \) is to be determined. On the free surface, the normal component of the velocity vanishes; \( u \cdot n = 0 \), the normal component of the temperature gradient vanishes; \( n \cdot \nabla T = 0 \), the shear stress vanishes; \( S_{nn} = 0 \) and the normal component of the stress jump is balanced by surface tension

\[
S_{nn} - p + p_a = S_{nn} - \Phi + \rho gh = \frac{\sigma}{r} \left( \frac{rh'}{\sqrt{1 + h''^2}} \right)'.
\]

We shall assume that the fluid sticks to a sharp edge or makes a flat contact with the vertical walls: \( h'(a) = h'(b) = 0 \) or \( h(a) - h(b) = 0 \). The Oberbeck–Boussinesq equations are assumed to govern the motion in \( \mathcal{V}_e \)

\[
(2.1) \quad \rho u \cdot \nabla u = -\nabla \Phi + e, \rho g \alpha \Theta + \mu \nabla^2 u, \quad u \cdot \nabla \Theta = \kappa \nabla^2 \Theta,
\]
where $\alpha$ is the coefficient of thermal expansivity and $\kappa$ is the coefficient of thermal diffusivity.

Now we shall summarize the governing equations. As a notational convenience we shall define two sets of functions, $A_\varepsilon$ and $B$.

$$A_\varepsilon = [\mathbf{u}(r, z), \Theta(r, z)] \div \mathbf{u} = 0 \text{ in } \mathcal{V}_\varepsilon, \quad \mathbf{u}(\tilde{a}, z) = \mathbf{u}(\tilde{b}, z) = 0,$$

$$\mathbf{u}(r, -\tilde{D}) = 0, \quad \Theta(\tilde{a}, z) = 0, \quad \frac{\partial \Theta}{\partial z}(r, -\tilde{D}) = 0],$$

$$B = [h(r)|0 = \int_{\tilde{a}}^h rh(r) \, dr, \, h(\tilde{a}) - h(\tilde{b}) = 0 \text{ or } h'(\tilde{a}) = h'(\tilde{b}) = 0].$$

We shall seek solutions

$$(2.2) \quad [\mathbf{u}(r, z : \varepsilon), \Theta(r, z : \varepsilon)] \in A_\varepsilon \quad \text{and} \quad \Phi(r, z)$$

of equations (2.1) for which

$$(2.3) \quad \Theta(\tilde{b}, z ; \varepsilon) = \varepsilon$$

and, on $z = h(r; \varepsilon)$,

$$(2.4) \quad \frac{\partial \Theta}{\partial z} - h \frac{\partial \Theta}{\partial r} = 0,$$

$$w - h'u = 0,$$

$$(2.5) \quad (S_{zz} - S_{r})h' + (1 - h^2)S_{rz} = 0,$$

$$S_{zz} - h'S_{rz} - \Phi = \frac{\sigma}{r} \left( \frac{rh'}{\sqrt{1 + h'^2}} \right)' - \rho gh,$$

where $h \in B$.

3. **Perturbation equations.** We are now going to set down the equations governing the first order perturbation problem. The derivation of these equations and of the ones governing higher order approximations may be obtained by the methods outlined in the paper by Joseph and Sturges [7]. The solution at each order is defined on the flat domain, $\mathcal{V}_0 = \mathcal{V}_0(r_0, z_0 \tilde{a} \equiv r_0 \equiv \tilde{b}, -\tilde{D} \equiv z_0 \equiv 0)$. To obtain the solution in deformed domain we replace $r_0$ with $r$ and $z_0$ with $(z - h)\tilde{D}/(\tilde{D} + h)$ where, to first order, $h(r; \varepsilon) = h^{(1)}(r_0)\varepsilon \,(\text{see Joseph and Sturges [7]}).$ However, for simplicity, we drop subscript $U$'s where it is apparent that the problem is considered on the reference domain. Now, the first order approximation may also be obtained by linearization leading to Stokes equations

$$[\mathbf{u}, \Theta, \Phi, h] \rightarrow \varepsilon[\mathbf{u}^{(1)}, \Theta^{(1)}, \Phi^{(1)}, h^{(1)}],$$
where
\[
[u^{(1)}(r, z), \Theta^{(1)}(r, z)] \in A_0, \quad h^{(1)} \in B,
\]
\[
0 = -\nabla \Phi^{(1)} + e_r \rho \alpha g \Theta^{(1)} + \mu \nabla^2 u^{(1)} \text{ in } \mathcal{V}_0,
\]
\[
0 = \kappa \nabla^2 \Theta^{(1)} \text{ in } \mathcal{V}_0,
\]
\[
\Theta^{(1)}(b, z) = 1, \quad -\tilde{D} \leq z \leq 0,
\]
\[
w^{(1)} = \mu \left[ \frac{\partial u^{(1)}}{\partial z} + \frac{\partial w^{(1)}}{\partial r} \right] = 0 \text{ on } z = 0
\]
and
\[
2\mu \frac{\partial w^{(1)}}{\partial z} - \Phi^{(1)} = \sigma \left( h^{(1)w} + \frac{1}{r} h^{(1)r} \right) - \rho gh^{(1)} \quad \text{on } z = 0.
\]

We find that
\[
(3.1) \quad \Theta^{(1)}(r) = \frac{\ln (\tilde{a}/r)}{\ln (\tilde{a}/b)}
\]
and
\[
(3.2) \quad 0 = -\nabla \Phi^{(1)} + e_r \rho \alpha g \frac{\ln (\tilde{a}/r)}{\ln (\tilde{a}/b)} + \mu \nabla^2 u^{(1)}.
\]

We introduce a stream function \( \psi(r, z) \),
\[
(3.3) \quad ru^{(1)} = \frac{\partial \psi}{\partial z}, \quad rw^{(1)} = -\frac{\partial \psi}{\partial r}
\]
and find that
\[
(3.4) \quad \mathcal{L}^2 \psi = -\rho \alpha g \frac{1}{\mu \ln (\tilde{a}/b)} \text{ in } \mathcal{V}_0,
\]
where
\[
\mathcal{L}(\cdot) = r \left( \frac{\partial}{\partial r} \left( \frac{1}{r} \frac{\partial (\cdot)}{\partial r} \right) + \frac{\partial^2 (\cdot)}{\partial z^2} \right).
\]

The boundary conditions to be satisfied by \( \psi \) are such that
\[
\psi(\tilde{a}, z), \quad \psi(\tilde{b}, z), \quad \frac{\partial \psi}{\partial r}(\tilde{a}, z), \quad \frac{\partial \psi}{\partial r}(\tilde{b}, z), \\
(3.5) \quad \psi(r, -\tilde{D}), \quad \frac{\partial \psi}{\partial z}(r, -\tilde{D}), \quad \psi(r, 0), \quad \frac{\partial^2 \psi}{\partial z^2}(r, 0) = 0.
\]

Equations (3.4) and (3.5) suffice to determine the function \( \psi \) uniquely. Given this function, \( u^{(1)} \) may be computed from (3.3) and \( \Phi^{(1)} \) from (3.2). The first order correction for the height rise is given by
\[
\sigma \left( h^{(1)w} + \frac{1}{r} h^{(1)r} \right) - \rho gh^{(1)} = \Phi^{(1)} - \frac{2\mu}{r} \frac{\partial^2 \psi}{\partial r \partial z}.
\]
To reformulate the problem (3.4) and (3.5) as an edge problem, we introduce
the following change of variables:

$$
\eta = \frac{\tilde{d}}{b},
$$

$$(t, y) = \frac{2}{b(1-\eta)} (r, z),
$$

$$
(3.6a) \quad a = \frac{2\eta}{1-\eta} \leq t \leq \frac{2}{1-\eta} = b, \quad \mathcal{V}_0(t, y),
$$

$$
-\frac{2\tilde{D}}{\tilde{b}(1-\eta)} \equiv \gamma \equiv 0,
$$

$$
(3.6b) \quad \phi = -\frac{16}{\rho a g b^4} \ln \eta \Phi^{(1)}.
$$

$$
\Psi = -\frac{256 \mu}{\rho a g b^4 (1-\eta)^4} \ln \eta - \{A_0 + \left[ B_0 + C_0 \ln \left( \frac{1-\eta}{2\eta} t \right) \right] t^2
$$

$$
+ D_0 t^4 + t^4 \ln \left( \frac{1-\eta}{2\eta} t \right) \},
$$

(3.6c)

where

$$
A_0 = \frac{4}{(1-\eta)^4} \frac{\eta^2 - (1-\eta)^2 + 4\eta^2 (\ln \eta)^2}{1 - \eta^2 + (1 + \eta^2) \ln \eta},
$$

$$
B_0 = \frac{1}{(1-\eta)^2} \frac{1}{1 - \eta^2} \frac{(1-\eta)^2 (1+\eta^2) - 2(1-\eta^2)\eta^2 \ln \eta - 8\eta^2 (\ln \eta)^2}{1 - \eta^2 + (1 + \eta^2) \ln \eta},
$$

$$
C_0 = \frac{2}{(1-\eta)^2} \frac{(1-\eta^2)(1+\eta^2) - 4\eta^2 \ln \eta}{1 - \eta^2 + (1 + \eta^2) \ln \eta},
$$

$$
D_0 = \frac{1}{4} \frac{1}{1 - \eta^2} \frac{- (1-\eta^2)^2 + 2(1-\eta^2)\ln \eta + 4(\ln \eta)^2}{1 - \eta^2 + (1 + \eta^2) \ln \eta}.
$$

The dimensionless height correction $H(t)$ is related to $h^{(1)}$ by

$$
(3.6d) \quad H(t) = \frac{-64\sigma \ln \eta}{\rho g a b^3 (1-\eta)^3} h^{(1)}(r).
$$

In the new variables

$$
(3.7a) \quad L^2 \Psi = 0 \quad \text{in} \ \mathcal{V}_0(t, y),
$$

where

$$
L(\cdot) \equiv \frac{\partial^2(\cdot)}{\partial t^2} - \frac{1}{t} \frac{\partial(\cdot)}{\partial t} + \frac{\partial^2(\cdot)}{\partial y^2}.
$$

$\Psi$ satisfies the boundary conditions

$$
(3.7b) \quad \left[ \Psi(a, y), \Psi(b, y), \frac{\partial \Psi}{\partial t}(a, y), \frac{\partial \Psi}{\partial t}(b, y) \right] = 0
$$
and edge conditions

\[
(3.7c) \quad \frac{\partial^2 \Psi(t, 0)}{\partial y^2} = \frac{\partial \Psi}{\partial y} (t, -D) = 0,
\]

\[
\Psi(t, 0) = \Psi(t, -D) = -\left\{ A_0 + \left( B_0 + C_0 \ln \left( \frac{1-\eta}{2\eta} \right) \right) \frac{t^2}{t} + D_0 t^4 \right. \\
+ t^4 \ln \left( \frac{1-\eta}{2\eta} \frac{1}{t} \right) \left\}.
\]

(3.7d)

Given $\Psi$, the dimensionless pressure $P$ may be found from the equations

\[
(3.8a) \quad \frac{\partial P}{\partial t} = \frac{1}{2} \nabla^2 \left( \frac{1}{t} \frac{\partial \Psi}{\partial y} \right) - \frac{1}{2t^2} \frac{\partial \Psi}{\partial y},
\]

\[
(3.8b) \quad \frac{\partial P}{\partial y} = -\frac{1}{2} \nabla^2 \left( \frac{1}{t} \frac{\partial \Psi}{\partial t} \right) - (8D_0 + 10).
\]

The dimensionless height rise coefficient satisfies the equation

\[
(3.9) \quad H'' + \frac{1}{t} H' - m^2 H = -\left( \frac{\partial P}{\partial y} + \frac{1}{t} \frac{\partial^2 \Psi}{\partial y \partial t} \right),
\]

where

\[
m^2 = \frac{\rho g \delta^2 (1-\eta)^2}{4\sigma}.
\]

Equations (3.7) define an edge problem for Stokes flow between cylinders. The free surface problem (3.9) may be solved by integration after $\Psi$ is determined provided that suitable boundary conditions are prescribed for $H$. We shall consider contact line conditions

\[
(3.10a) \quad H(a) = H(b) = 0
\]

or contact angle conditions, with a prescribed flat contact,

\[
(3.10b) \quad H'(a) = H'(b) = 0.
\]

The mean value of the height rise must vanish:

\[
(3.11) \quad \int_a^b tH(t) \, dt = 0.
\]

4. Solution of the edge problem. The solution of problem (3.7) is given by

\[
(4.1) \quad \Psi(t, y) = \lim_{N \to \infty} \sum_{N} \left[ C_n e^{p_n y} + D_n e^{-p_n y} \right] \phi_1^{(n)}(t)/p_n^2,
\]

where $\phi^{(n)}(t)$ are strip eigenfunctions for Stokes flow between concentric cylinders: $L^2 e^{\pm p_n y} \phi^{(n)}(0) = 0$ and $\phi^{(n)}$ satisfies the boundary conditions (3.7b). The strip eigenfunctions are given by (see A.9)

\[
(4.2) \quad \phi_1^{(n)}(t) = A_1^{(n)} J_1(p_n t) + A_2^{(n)} J_1(p_n t) + A_3^{(n)} t^2 J_0(p_n t) + A_4^{(n)} t J_1(p_n t),
\]
where the coefficients \( A_i^{(n)} \) are defined by (A.13) and the eigenvalues \( p_n \) appear as the first quadrant roots of (A.12). The eigenvalues may be arranged in a sequence corresponding to increasing size of the real part of \( p_n, n = 1, 2, 3, \ldots \). The roots of (A.12) are symmetrically located in the complex \( p \) plane; we choose \( p_n, n > 0 \), as first quadrant roots and define

\[
\tag{4.3}
p_{-n} = \bar{p}_n,
\]

where the overbar designates complex conjugate. Then

\[
\phi_i^{(-n)}(t) = \overline{\phi_i^{(n)}(t)} \quad (n = \pm 1, \pm 2, \cdots)
\]

is a strip eigenfunction belonging to the eigenvalue \( p_{-n} \). Since the given edge data (3.7d) are real

\[
\tag{4.4}
C_{-n} = \tilde{C}_n, \quad D_{-n} = \tilde{D}_n \quad (n = \pm 1, \pm 2, \cdots).
\]

It is necessary to specify how to compute the Fourier coefficients (4.4) and it is easiest to compute the coefficients when the cylinders are semi-infinite.

**4.1. Solution of the edge problem between semi-infinite concentric cylinders.** When \( D \to \infty \), we replace the boundary conditions on \( y = -D \) with the requirement that \( \Psi \to 0 \) as \( y \to -\infty \). Therefore, \( \mathcal{D}_n = 0 \) for all \( n \). Substitution of (4.1) with \( \mathcal{D}_n = 0 \) into (3.7c,d) leads us to the relation

\[
\begin{bmatrix}
\frac{\partial^2 \Psi(t, 0)}{\partial y^2} \\
\frac{\partial \Psi(t, 0)}{\partial y}
\end{bmatrix} = - \begin{bmatrix}
0 \\
A_0 + \left( B_0 + C_0 \ln \left( \frac{1-\eta}{2\eta} t \right) \right) t^2 + \left( D_0 + \ln \left( \frac{1-\eta}{2\eta} t \right) \right) t^4
\end{bmatrix}
\]

\[
= \sum_{-\infty}^{\infty} C_n \left[ \frac{\Phi_{1}^{(n)}(t)}{p_n^2} \right].
\]

This edge condition may be put into standard form:

\[
\begin{bmatrix}
\frac{\partial^2 \Psi(t, 0)}{\partial y^2} \\
\frac{1}{t \frac{\partial}{\partial t}} \frac{\partial \Psi(t, 0)}{\partial t}(t, 0)
\end{bmatrix} = - \begin{bmatrix}
0 \\
2C_0 + (8D_0 + 6)t^2 + 8t^2 \ln \left( \frac{1-\eta}{2\eta} t \right)
\end{bmatrix}
\]

\[
= \sum_{-\infty}^{\infty} C_n \left[ \Phi_{2}^{(n)}(t) \right],
\]

where

\[
\Phi_{2}^{(n)} = \frac{1}{p_n^2} t \frac{d}{dt} \left[ \Phi_{1}^{(n)}(t) \right].
\]
To determine the constants $C_n$, we introduce the vectors:

$$\mathbf{f} = \begin{bmatrix} 0 \\ 2C_0 + (8D_0 + 6)t^2 + 8t^2 \ln \left( \frac{1-\eta n}{2\eta n} \right) \end{bmatrix},$$

$$\Phi^{(n)} = \begin{bmatrix} \phi_1^{(n)}(t) \\ \phi_2^{(n)}(t) \end{bmatrix},$$

$$\Psi^{(n)} = \begin{bmatrix} \psi_1^{(n)}(t) \\ \psi_2^{(n)}(t) \end{bmatrix},$$

where $\Phi^{(n)}$ and $\Psi^{(n)}$ are defined through the eigenvalue problem

(4.6a) $$\frac{d}{dt} \left( \frac{1}{t} \frac{d}{dt} \Phi^{(n)} \right) + p_n^2 \mathbf{A} \cdot \Phi^{(n)} = 0,$$

(4.6b) $$\frac{d}{dt} \left( \frac{1}{t} \frac{d}{dt} \Psi^{(n)} \right) + p_n^2 \Psi^{(n)} \cdot \mathbf{A} = 0,$$

(4.6c) $$\left[ \phi_1^{(n)}, \phi_2^{(n)}, \frac{d\phi_1^{(n)}}{dt}, \frac{d\phi_2^{(n)}}{dt} \right] = 0 \quad \text{at } t = a, b,$$

and

$$\mathbf{A} = \begin{bmatrix} 0 & -1 \\ 1 & 2 \end{bmatrix}.$$

$\Psi^{(n)}(t)$ is the adjoint eigenvector, relative to $\mathbf{A}$, belonging to $p_n$. The eigenvectors $\Phi^{(n)}$ and $\Psi^{(n)}$ are given in explicit forms by (C.8). The eigenvalues $p_n$ are determined by the methods discussed in Appendix B.

To compute $C_n$ in (4.5) we use the biorthogonality property (C.7) which may be written as

(4.7) $$\int_a^b \frac{1}{t} \Psi^{(m)} \cdot \mathbf{A} \cdot \Phi^{(n)} \, dt = K_n \delta_{nm},$$

where $\delta_{nm}$ is Kronecker’s delta and $K_n$ is given by (C.9). We find that

(4.8) $$C_n = I_n / K_n,$$

where

$$I_n = \int_a^b t^{-1} [\psi_1^{(n)}, \psi_2^{(n)}]$$

(4.9) $$= \frac{32}{p_n} \left[ A_{1n} J_0(p_n b) + A_{1n}^* Y_0(p_n b) - A_{1n} J_0(p_n a) - A_{1n}^* Y_0(p_n a) \right].$$
In evaluating the integral we used the formulas derived in Appendix D. Finally,
\[
C_n = \frac{[A_3^{(n)}J_{0}(p_n \alpha) + A_4^{(n)}Y_{0}(p_n \alpha)]}{b^2[A_3^{(n)}J_{1}(p_n b) + A_4^{(n)}Y_{1}(p_n b)]^2} \cdot \frac{[A_3^{(n)}J_{0}(p_n \alpha) + A_4^{(n)}Y_{0}(p_n \alpha)]}{a^2[A_3^{(n)}J_{1}(p_n \alpha) + A_4^{(n)}Y_{1}(p_n \alpha)]^2}
\]
where \(A_3^{(m)}\) and \(A_4^{(m)}\) are given by (A.13c,d).

The numerical convergence of the partial sum
\[
N \to \infty
\]
\[
\left[ \begin{array}{c}
0 \\
2C_0 + (8D_0 + 6)t^2 + 8t^2 \ln \left( \frac{1 - \eta}{2\eta} \right)
\end{array} \right] \approx \sum_{n=1}^{N} C_n \phi_{n}^{(n)}(t)
\]
is very rapid (Tables 1, 2, 3, 4) and for practical purposes the series has converged
after three terms. Mathematical convergence of the series (4.11) follows easily
from the asymptotic representations given in Appendix B, followed by estimates
of the type used in the paper of Joseph [4].

\[\text{Table 1}
\]

\text{Convergence of the partial sums (4.11) for } \eta = 0.8

\[
\left[ \begin{array}{c}
f(t) \\
g(t)
\end{array} \right] = \left[ \begin{array}{c}
0 \\
-(2C_0 + (8D_0 + 6)t^2 + 8t^2 \ln \left( \frac{1 - \eta}{2\eta} \right)
\end{array} \right] \approx \sum_{n=1}^{N} C_n \phi_{n}^{(n)}(t)
\]

<table>
<thead>
<tr>
<th>(t)</th>
<th>(g(t))</th>
<th>(N = 1)</th>
<th>(N = 3)</th>
<th>(N = 5)</th>
<th>(N = 7)</th>
<th>(N = 9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.0</td>
<td>-5.558</td>
<td>-5.255</td>
<td>-5.478</td>
<td>-5.526</td>
<td>-5.542</td>
<td>-5.549</td>
</tr>
<tr>
<td>9.6</td>
<td>-0.238</td>
<td>-0.201</td>
<td>-0.201</td>
<td>-0.247</td>
<td>-0.255</td>
<td>-0.238</td>
</tr>
<tr>
<td>9.4</td>
<td>1.394</td>
<td>1.438</td>
<td>1.377</td>
<td>1.387</td>
<td>1.407</td>
<td>1.390</td>
</tr>
<tr>
<td>9.2</td>
<td>2.358</td>
<td>2.418</td>
<td>2.345</td>
<td>2.370</td>
<td>2.348</td>
<td>2.363</td>
</tr>
<tr>
<td>9.0</td>
<td>2.666</td>
<td>2.709</td>
<td>2.682</td>
<td>2.656</td>
<td>2.677</td>
<td>2.663</td>
</tr>
<tr>
<td>8.8</td>
<td>2.339</td>
<td>2.364</td>
<td>2.328</td>
<td>2.352</td>
<td>2.330</td>
<td>2.344</td>
</tr>
<tr>
<td>8.6</td>
<td>1.384</td>
<td>1.375</td>
<td>1.373</td>
<td>1.375</td>
<td>1.397</td>
<td>1.381</td>
</tr>
<tr>
<td>8.4</td>
<td>-0.181</td>
<td>-0.269</td>
<td>-0.146</td>
<td>-0.187</td>
<td>-0.199</td>
<td>-0.182</td>
</tr>
<tr>
<td>8.0</td>
<td>-5.083</td>
<td>-4.699</td>
<td>-4.993</td>
<td>-5.048</td>
<td>-5.066</td>
<td>-5.073</td>
</tr>
</tbody>
</table>

The formal part of the solution developed carries over to edge problems in which the given data
\[
t = \left[ \begin{array}{c}
f(t) \\
g(t)
\end{array} \right] - \left[ \begin{array}{c}
\frac{\partial^2 \Psi}{\partial y^2} \\
\int t \left( \frac{\partial \Psi}{\partial t} \right) / \partial t
\end{array} \right]_{y=0}
\]
is compatible with side wall boundary conditions \(\Psi = \partial \Psi / \partial t = 0\) at \(t = a, b\). This condition may be written as
\[
\int_{a}^{b} g(t) \, dt = \int_{a}^{b} t g(t) \, dt = 0.
\]
Mathematical convergence with such arbitrary data has not yet been established (see Smith [10, p. 231]). The data which arise in the free surface problems considered here and in the similar problems
(see Joseph [4]) are "good" data for which convergence can be established.
### Table 1 (cont.)

<table>
<thead>
<tr>
<th>$t$</th>
<th>$f(t)$</th>
<th>$N = 1$</th>
<th>$N = 3$</th>
<th>$N = 5$</th>
<th>$N = 7$</th>
<th>$N = 9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9.8</td>
<td>0</td>
<td>-0.100</td>
<td>-0.076</td>
<td>-0.045</td>
<td>-0.019</td>
<td>-0.001</td>
</tr>
<tr>
<td>9.6</td>
<td>0</td>
<td>-0.169</td>
<td>-0.029</td>
<td>0.027</td>
<td>0.019</td>
<td>0.004</td>
</tr>
<tr>
<td>9.4</td>
<td>0</td>
<td>-0.096</td>
<td>0.051</td>
<td>0</td>
<td>-0.015</td>
<td>0.006</td>
</tr>
<tr>
<td>9.2</td>
<td>0</td>
<td>0.035</td>
<td>-0.016</td>
<td>0.013</td>
<td>0.013</td>
<td>-0.007</td>
</tr>
<tr>
<td>9.0</td>
<td>0</td>
<td>0.096</td>
<td>-0.039</td>
<td>0.020</td>
<td>-0.011</td>
<td>0.007</td>
</tr>
<tr>
<td>8.8</td>
<td>0</td>
<td>0.034</td>
<td>0.013</td>
<td>-0.018</td>
<td>0.013</td>
<td>-0.007</td>
</tr>
<tr>
<td>8.6</td>
<td>0</td>
<td>-0.091</td>
<td>0.048</td>
<td>0.004</td>
<td>-0.016</td>
<td>0.005</td>
</tr>
<tr>
<td>8.4</td>
<td>0</td>
<td>-0.158</td>
<td>-0.035</td>
<td>0.026</td>
<td>0.020</td>
<td>-0.003</td>
</tr>
<tr>
<td>8.2</td>
<td>0</td>
<td>-0.091</td>
<td>-0.077</td>
<td>-0.047</td>
<td>-0.020</td>
<td>-0.002</td>
</tr>
<tr>
<td>8.0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table 2

Convergence of the partial sums (4.11) for $\eta = 0.5$

\[
\begin{bmatrix} f \\ g \end{bmatrix} = \begin{bmatrix} 0 \\ -\left(2C_0 + (8D_0 + 6)t^2 + 8t^2 \ln \left(\frac{1-\eta}{2\eta}\right) \right) \end{bmatrix} \sim \sum_{N} \sum_{k} \frac{\phi_k^{(n)}(t)}{\phi_k^{(n)}(t)}
\]

<table>
<thead>
<tr>
<th>$t$</th>
<th>$g(t)$</th>
<th>$N = 1$</th>
<th>$N = 3$</th>
<th>$N = 5$</th>
<th>$N = 7$</th>
<th>$N = 9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.0</td>
<td>-5.938</td>
<td>-5.737</td>
<td>-5.499</td>
<td>-5.691</td>
<td>-5.705</td>
<td>-5.711</td>
</tr>
<tr>
<td>3.8</td>
<td>-2.708</td>
<td>-2.848</td>
<td>-2.831</td>
<td>-2.709</td>
<td>-2.713</td>
<td>-2.725</td>
</tr>
<tr>
<td>3.6</td>
<td>-0.266</td>
<td>-0.273</td>
<td>-0.379</td>
<td>-0.444</td>
<td>-0.486</td>
<td>-0.431</td>
</tr>
<tr>
<td>3.4</td>
<td>1.421</td>
<td>1.527</td>
<td>1.428</td>
<td>1.378</td>
<td>1.397</td>
<td>1.379</td>
</tr>
<tr>
<td>3.2</td>
<td>2.391</td>
<td>2.493</td>
<td>2.451</td>
<td>2.498</td>
<td>2.475</td>
<td>2.491</td>
</tr>
<tr>
<td>3.0</td>
<td>2.682</td>
<td>2.728</td>
<td>2.710</td>
<td>2.685</td>
<td>2.705</td>
<td>2.691</td>
</tr>
<tr>
<td>2.8</td>
<td>2.336</td>
<td>2.328</td>
<td>2.368</td>
<td>2.374</td>
<td>2.351</td>
<td>2.366</td>
</tr>
<tr>
<td>2.6</td>
<td>1.396</td>
<td>1.333</td>
<td>1.420</td>
<td>1.473</td>
<td>1.497</td>
<td>1.482</td>
</tr>
<tr>
<td>2.4</td>
<td>-0.089</td>
<td>-0.216</td>
<td>-0.130</td>
<td>-0.157</td>
<td>-0.172</td>
<td>-0.156</td>
</tr>
<tr>
<td>2.2</td>
<td>-2.069</td>
<td>-2.149</td>
<td>-2.162</td>
<td>-2.069</td>
<td>-2.066</td>
<td>-2.076</td>
</tr>
<tr>
<td>2.0</td>
<td>-4.488</td>
<td>-4.041</td>
<td>-4.208</td>
<td>-4.344</td>
<td>-4.364</td>
<td>-4.371</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$t$</th>
<th>$f(t)$</th>
<th>$N = 1$</th>
<th>$N = 3$</th>
<th>$N = 5$</th>
<th>$N = 7$</th>
<th>$N = 9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3.8</td>
<td>0</td>
<td>-0.109</td>
<td>-0.093</td>
<td>-0.027</td>
<td>0</td>
<td>0.016</td>
</tr>
<tr>
<td>3.6</td>
<td>0</td>
<td>-0.183</td>
<td>-0.177</td>
<td>0.004</td>
<td>-0.009</td>
<td>-0.031</td>
</tr>
<tr>
<td>3.4</td>
<td>0</td>
<td>-0.104</td>
<td>-0.119</td>
<td>-0.150</td>
<td>-0.162</td>
<td>-0.140</td>
</tr>
<tr>
<td>3.2</td>
<td>0</td>
<td>0.033</td>
<td>0.024</td>
<td>-0.101</td>
<td>-0.073</td>
<td>-0.094</td>
</tr>
<tr>
<td>3.0</td>
<td>0</td>
<td>0.095</td>
<td>0.087</td>
<td>0.147</td>
<td>0.115</td>
<td>0.134</td>
</tr>
<tr>
<td>2.8</td>
<td>0</td>
<td>0.034</td>
<td>0.042</td>
<td>0.103</td>
<td>0.136</td>
<td>0.116</td>
</tr>
<tr>
<td>2.6</td>
<td>0</td>
<td>-0.086</td>
<td>-0.072</td>
<td>-0.135</td>
<td>-0.159</td>
<td>-0.137</td>
</tr>
<tr>
<td>2.4</td>
<td>0</td>
<td>-0.145</td>
<td>-0.150</td>
<td>-0.189</td>
<td>-0.192</td>
<td>-0.215</td>
</tr>
<tr>
<td>2.2</td>
<td>0</td>
<td>-0.081</td>
<td>-0.094</td>
<td>-0.044</td>
<td>-0.017</td>
<td>0.002</td>
</tr>
<tr>
<td>2.0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
**Table 3**

Convergence of the partial sums (4.11) for $\eta = 0.25$

\[
\begin{bmatrix} f \\ g \end{bmatrix} = \begin{bmatrix} 0 \\ \left( 2C_0 + (8D_0 + 6)t^2 + 8t^2 \ln \left( \frac{1 - \eta}{2\eta} t \right) \right) \end{bmatrix} - \sum_{n=0}^{\infty} C_n \left[ \phi_n^{(n)}(t) \right]
\]

<table>
<thead>
<tr>
<th>$t$</th>
<th>$g(t)$</th>
<th>$N=1$</th>
<th>$N=3$</th>
<th>$N=5$</th>
<th>$N=7$</th>
<th>$N=9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.267</td>
<td>-0.267</td>
<td>-0.207</td>
<td>-0.219</td>
<td>-0.193</td>
<td>-0.230</td>
<td>-0.227</td>
</tr>
<tr>
<td>2.067</td>
<td>1.479</td>
<td>1.689</td>
<td>1.449</td>
<td>1.522</td>
<td>1.552</td>
<td>1.555</td>
</tr>
<tr>
<td>1.867</td>
<td>2.455</td>
<td>2.632</td>
<td>2.430</td>
<td>2.424</td>
<td>2.417</td>
<td>2.411</td>
</tr>
<tr>
<td>1.667</td>
<td>2.726</td>
<td>2.783</td>
<td>2.739</td>
<td>2.736</td>
<td>2.732</td>
<td>2.736</td>
</tr>
<tr>
<td>1.467</td>
<td>2.365</td>
<td>2.305</td>
<td>2.361</td>
<td>2.381</td>
<td>2.375</td>
<td>2.372</td>
</tr>
<tr>
<td>1.267</td>
<td>1.454</td>
<td>1.307</td>
<td>1.457</td>
<td>1.401</td>
<td>1.438</td>
<td>1.444</td>
</tr>
<tr>
<td>1.067</td>
<td>0.086</td>
<td>-0.101</td>
<td>0.117</td>
<td>0.101</td>
<td>0.067</td>
<td>0.077</td>
</tr>
<tr>
<td>0.867</td>
<td>-1.627</td>
<td>-1.691</td>
<td>-1.663</td>
<td>-1.594</td>
<td>-1.580</td>
<td>-1.588</td>
</tr>
<tr>
<td>0.667</td>
<td>-3.552</td>
<td>-3.058</td>
<td>-3.441</td>
<td>-3.536</td>
<td>-3.563</td>
<td>-3.574</td>
</tr>
</tbody>
</table>

**Table 4**

Convergence of the partial sums (4.11) for $\eta = 0.08$

\[
\begin{bmatrix} f \\ g \end{bmatrix} = \begin{bmatrix} 0 \\ \left( 2C_0 + (8D_0 + 6)t^2 + 8t^2 \ln \left( \frac{1 - \eta}{2\eta} t \right) \right) \end{bmatrix} - \sum_{n=0}^{\infty} C_n \left[ \phi_n^{(n)}(t) \right]
\]

<table>
<thead>
<tr>
<th>$t$</th>
<th>$g(t)$</th>
<th>$N=1$</th>
<th>$N=3$</th>
<th>$N=5$</th>
<th>$N=7$</th>
<th>$N=9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.774</td>
<td>-0.249</td>
<td>-0.082</td>
<td>-0.173</td>
<td>-0.233</td>
<td>-0.275</td>
<td>-0.279</td>
</tr>
<tr>
<td>1.574</td>
<td>1.567</td>
<td>1.956</td>
<td>1.517</td>
<td>1.549</td>
<td>1.485</td>
<td>1.497</td>
</tr>
<tr>
<td>1.374</td>
<td>2.567</td>
<td>2.873</td>
<td>2.511</td>
<td>2.567</td>
<td>2.561</td>
<td>2.549</td>
</tr>
<tr>
<td>1.174</td>
<td>2.838</td>
<td>2.907</td>
<td>2.847</td>
<td>2.850</td>
<td>2.856</td>
<td>2.861</td>
</tr>
<tr>
<td>0.974</td>
<td>2.481</td>
<td>2.322</td>
<td>2.502</td>
<td>2.474</td>
<td>2.462</td>
<td>2.463</td>
</tr>
<tr>
<td>0.774</td>
<td>1.616</td>
<td>1.323</td>
<td>1.640</td>
<td>1.592</td>
<td>1.629</td>
<td>1.626</td>
</tr>
<tr>
<td>0.574</td>
<td>0.391</td>
<td>0.107</td>
<td>0.407</td>
<td>0.423</td>
<td>0.381</td>
<td>0.389</td>
</tr>
<tr>
<td>0.374</td>
<td>-0.998</td>
<td>-1.060</td>
<td>-1.052</td>
<td>-1.004</td>
<td>-0.982</td>
<td>-0.988</td>
</tr>
<tr>
<td>0.174</td>
<td>-2.268</td>
<td>-1.820</td>
<td>-2.153</td>
<td>-2.210</td>
<td>-2.245</td>
<td>-2.246</td>
</tr>
</tbody>
</table>
In Fig. 2 we have plotted the level lines of (4.1) which gives the stream function \( \Psi(t, y) \) for the edge problem. We have also shown the true streamlines \( \psi \) of the flow.

\[
- \frac{256 \mu \ln \eta}{\rho a g b^4 (1-\eta)^4} \psi = A_0 + \left( B_0 + C_0 \ln \left( \frac{1-\eta}{2\eta} \right) \right) t^2 + D_0 t^4 + t^4 \ln \left( \frac{1-\eta}{2\eta} \right) \\
+ \sum_{-\infty}^{\infty} C_n^{(m)} \frac{\mathbf{e}^{p_n \nu}}{p_n} \phi_1^{(m)}(t),
\]

(4.12)

where \( C_n \) is defined by (4.10). The streamlines are given in the reference domain; they cannot be plotted in the physical domain without first finding the first order height correction (see § 5 of Joseph and Sturges [7]). The streamlines shown in Fig. 2 show that the edge eddies exist, to turn the stream around at the free edge.

The pressure corresponding to (4.1) with \( D_n = 0 \) can be obtained from (3.8) as

\[
\mathcal{P} = -(8D_0 + 10) y + \sum_{-\infty}^{\infty} \frac{C_n}{p_n} \frac{e^{p_n \nu}}{e^{p_n \nu}} \left( A_3^{(m)} J_0(p_n t) + A_4^{(m)} Y_0(p_n t) \right) + C,
\]

(4.13)

where \( C \) is a constant to be determined from (3.11).

4.2. Solution of the edge problem between cylinders of finite depth. We are now considering problem (3.7) with \( D < \infty \). There is an edge at both the bottom and the top. There are now two sets of coefficients \( (C_n, D_n) \) to be determined from the edge conditions (3.7c) and (3.7d). At the top \( (y = 0) \), we find, using (4.1), that

\[
\begin{bmatrix}
\frac{\partial^2 \Psi}{\partial y^2}(t, 0) \\
\frac{1}{t} \frac{\partial}{\partial t} \frac{\partial \Psi}{\partial t}(t, 0)
\end{bmatrix} = \begin{bmatrix}
0 \\
- \left\{ 2C_0 + (8D_0 + 6)t^2 + 8t^2 \ln \left( \frac{1-\eta}{2\eta} \right) \right\}
\end{bmatrix}
\]

(4.14)

\[
= \sum_{-\infty}^{\infty} (C_n + D_n) \left[ \phi_1^{(m)}(t) \right].
\]
FIG. 2 (a). \( \eta = 0.8 \)

FIG. 2. Levels lines of the edge eddies (4.1) and streamlines (4.12) of the flow in the reference domain for the infinitely deep trough.
At the bottom, \( y = -D \), we have

\[
\begin{bmatrix}
\frac{\partial \Psi}{\partial y}(t, -D) \\
\Psi(t, -D)
\end{bmatrix} = \begin{bmatrix}
0 \\
-A_0 + \left( B_0 + C_0 \ln \left( \frac{1 - \eta}{2 \eta} \right) \right) t^2 + D_0 t^4 + t^4 \ln \left( \frac{1 - \eta}{2 \eta} \right)
\end{bmatrix}
\]

\[
= \sum_{\infty}^{\infty} \left[ \frac{(C_n e^{-p_n D} - D_n e^{p_n D}) \phi_1^{(n)}(t)}{p_n^2} \right] + \sum_{\infty}^{\infty} \left[ \frac{(C_n e^{-p_n D} + D_n e^{p_n D}) \phi_2^{(n)}(t)}{p_n^2} \right],
\]

which, after differentiating the bottom row twice, can be written as

\[
\begin{bmatrix}
\frac{\partial \Psi}{\partial y}(t, -D) \\
\frac{\partial}{\partial t} \frac{1}{\partial t} [\partial \Psi/(\partial t - D)]
\end{bmatrix} = \begin{bmatrix}
0 \\
-2 C_0 + (8 D_0 + 6) t^2 + 8 t^2 \ln \left( \frac{1 - \eta}{2 \eta} \right)
\end{bmatrix}
\]

\[
= \sum_{\infty}^{\infty} \left[ \frac{(C_n e^{-p_n D} - D_n e^{p_n D}) \phi_1^{(n)}(t)}{p_n^2} \right] + \sum_{\infty}^{\infty} \left[ \frac{(C_n e^{-p_n D} + D_n e^{p_n D}) \phi_2^{(n)}(t)}{p_n^2} \right].
\]

(4.15)

The biorthogonality computation which led to (4.10) now yields

\[
C_n + D_n = \frac{L_n}{K_n} = -\frac{16}{p_n^2} \left\{ \left[ A_3^{(n)} J_0(p_n b) + A_4^{(n)} Y_0(p_n b) \right] - \left[ A_3^{(n)} J_1(p_n a) + A_4^{(n)} Y_1(p_n a) \right] \right\}
\]

\[
\left[ b^2 A_3^{(n)} J_0(p_n b) + A_4^{(n)} Y_0(p_n b) \right]^2 - a^2 \left[ A_3^{(n)} J_1(p_n a) + A_4^{(n)} Y_1(p_n a) \right]^2
\]

(4.16)

The same computation, applied to (4.15) where the boundary conditions are of a different type, defines \( C_n \) and \( D_n \) implicitly through an infinite set of algebraic equations linear in \( C_n \) and \( D_n \):

\[
\int_a^b \frac{1}{t} [\psi_1^{(n)}(t), \psi_2^{(n)}(t)] \begin{bmatrix} 0 & -1 \\ 1 & 2 \end{bmatrix} \begin{bmatrix} 0 \\ -2 C_0 + (8 D_0 + 6) t^2 + 8 t^2 \ln \left( \frac{1 - \eta}{2 \eta} \right) \end{bmatrix} dt
\]

\[
= \int_a^b \frac{1}{t} [\psi_1^{(n)}(t), \psi_2^{(n)}(t)] \begin{bmatrix} 0 & -1 \\ 1 & 2 \end{bmatrix}
\]

\[
\sum_{\infty}^{\infty} \left[ \frac{(C_n e^{-p_n D} - D_n e^{p_n D}) \phi_1^{(n)}(t)}{p_n} \right] + \sum_{\infty}^{\infty} \left[ \frac{(C_n e^{-p_n D} + D_n e^{p_n D}) \phi_2^{(n)}(t)}{p_n} \right] dt,
\]
that is,

\[
I_n = \sum_{-\infty}^{\infty} C_i e^{-p_i D} \int_{a}^{b} \frac{1}{t} \left\{ \begin{bmatrix} \psi_1(t) & \psi_2(t) \\ \phi_1(t) & \phi_2(t) \end{bmatrix} \right\} dt \\
+ \sum_{-\infty}^{\infty} D_i e^{p_i D} \int_{a}^{b} \frac{1}{t} \left\{ \begin{bmatrix} \psi_1(t) & \psi_2(t) \\ \phi_1(t) & \phi_2(t) \end{bmatrix} \right\} dt \]

\[
= \left( C_i e^{-p_i D} + D_i e^{p_i D} \right) K_i \\
+ \sum_{-\infty}^{\infty} \left( C_i e^{-p_i D} - \frac{1+p_i}{1-p_i} D_i e^{p_i D} \right) \\
\cdot \frac{1-p_i}{p_i} \int_{a}^{b} \frac{1}{t} \psi_2(t) \phi_1(t) dt \\
= \sum_{-\infty}^{\infty} A_{in} \left( C_i e^{-p_i D} - \frac{1+p_i}{1-p_i} D_i e^{p_i D} \right) + \left( C_i e^{-p_i D} + D_i e^{p_i D} \right) K_i,
\]

where

\[
A_{in} = \frac{1-p_i}{p_i} \int_{a}^{b} \frac{1}{t} \phi_1(t) \psi_2(t) dt.
\]

We can combine (4.16) and (4.17) to get

\[
K_i D_i (e^{-p_i D} - e^{p_i D}) + \sum_{-\infty}^{\infty} A_{in} D_i \left( e^{-p_i D} + \frac{1+p_i}{1-p_i} e^{p_i D} \right) \\
= I_n (e^{-p_i D} - 1) + \sum_{-\infty}^{\infty} A_{in} \frac{I_i}{K_i} e^{-p_i D}
\]

for \( n = \pm 1, \pm 2, \cdots \).

We solved (4.18) by truncation and checked the convergence of the solution of the truncated equations numerically. In all cases considered by us convergence is very rapid (Tables 5 and 6). In deep trenches the factor \( e^{p_i D} \) in the first term of (4.18) becomes large; it is convenient for computations in the deep trench to be worked with the coefficients \( \hat{D}_i = e^{p_i D} D_i \) which satisfy the relation

\[
K_i \hat{D}_i (e^{-2p_i D} - 1) + \sum_{-\infty}^{\infty} A_{in} \hat{D}_i \left( e^{-2p_i D} + \frac{1+p_i}{1-p_i} \right) \\
= I_n (e^{-p_i D} - 1) + \sum_{-\infty}^{\infty} A_{in} \frac{I_i}{K_i} e^{-p_i D}.
\]
The $\mathring{D}_n$ are computed from (4.19); then the $C_n$ are computed from (4.16).

We computed coefficients and plotted level lines of the edge stream function $\Psi(t, y)$ satisfying (3.7) and the true stream function $\psi(t, y)$ given by

$$\frac{256\mu \ln \eta}{\rho g b^2 (1 - \eta)^2} \psi = \left[ A_0 + \left( B_0 + C_0 \ln \left( \frac{1 - \eta}{2\eta} \right) \right) t^2 + D_0 t^4 + t^4 \ln \left( \frac{1 - \eta}{2\eta} \right) \right] + \Psi(t, y).$$

(4.20)

The effect of edge eddies at the top and bottom of the fluid extends into the interior for a distance about three gap widths. The effect of these eddies is most easily ascertained by the inspection of Figs. 3, 4 and 5.

The pressure corresponding to (4.1) can be obtained from (3.8) as

$$\mathcal{P} = C - (8D_0 + 10) y + \sum_{-N}^{N} p_n^{-1} (C_n e^{p_n y} - D_n e^{-p_n y})$$

$$\cdot \left[ A_3^{(n)} J_0(p_n t) + A_4^{(n)} Y_0(p_n t) \right],$$

(4.21)

where $C$ is a constant to be determined from the zero mean condition (3.11) for $H(t)$.

5. The shape of the free surface. We turn next to the calculation of the first approximation giving the change of the shape of the free surface

$$h(r) = \varepsilon h^{(1)}(r) = -\frac{\rho g b^2 (1 - \eta)^3}{64\sigma \ln \eta} \varepsilon H(t).$$

The unknown function $H(t)$ can be computed from (3.9), (3.10) and (3.11) when the pressure $\mathcal{P}$ and stream function $\Psi$ are known. We find that

$$H'' + \frac{1}{t} H' - m^2 H = -\sum_{-N}^{N} (C_n - D_n) \left[ A_3^{(n)} J_0(p_n t) + A_4^{(n)} Y_0(p_n t) \right]$$

$$- t \left[ A_3^{(n)} J_1(p_n t) + A_4^{(n)} Y_1(p_n t) \right]$$

$$+ \frac{3}{p_n} \left[ A_3^{(n)} J_0(p_n t) + A_4^{(n)} Y_0(p_n t) \right] - C.$$ 

(5.1)

The general solution of (5.1) is

$$H = B_1 I_0(mt) + B_2 K_0(mt) + C/m^2 - \sum_{-N}^{N} (C_n - D_n) \frac{1}{m^2 + p_n^2}$$

$$\cdot \left\{ - \left[ A_3^{(n)} J_0(p_n t) + A_4^{(n)} Y_0(p_n t) \right] 
+ t \left[ A_3^{(n)} J_1(p_n t) + A_4^{(n)} Y_1(p_n t) \right] 
+ \frac{2p_n}{m^2 + p_n^2} \frac{3}{p_n} \left[ A_3^{(n)} J_0(p_n t) + A_4^{(n)} Y_0(p_n t) \right] \right\}.$$

(5.2)
Table 5
Convergence of the partial sums (3.7d) for $\eta = 0.8$ in an annular trench of finite depth $D = 2$ (Gap/Depth = 1)

\[
\begin{align*}
\Psi(t, 0; N) &= \frac{1}{\beta_n} \sum_{N=0}^{N} \phi_i^n(t) \left[ C_n + D_n \right] \\
\Psi(t, D, N) &= \left[ \sum_{N=0}^{N} \frac{1}{\beta_n} \left[ C_n e^{-\beta_n D} + D_n e^{\beta_n D} \right] \right] \\
\end{align*}
\]

\[
\begin{align*}
-\left\{ A_0 + \left( B_0 + C_0 \ln \left( \frac{1-\eta}{2\eta} \right) \right) t^2 + \left( D_0 + \ln \left( \frac{1-\eta}{2\eta} \right) \right) t^4 \right\}
\end{align*}
\]

<table>
<thead>
<tr>
<th>$t$</th>
<th>$\Psi(t, 0; 0)$</th>
<th>$\Psi(t, 0; 5)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.0</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>8.2</td>
<td>-0.0831</td>
<td>-0.0801</td>
</tr>
<tr>
<td>8.4</td>
<td>-0.2653</td>
<td>-0.2614</td>
</tr>
<tr>
<td>8.6</td>
<td>-0.4614</td>
<td>-0.4599</td>
</tr>
<tr>
<td>8.8</td>
<td>0.6081</td>
<td>0.6099</td>
</tr>
<tr>
<td>9.0</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>9.2</td>
<td>-0.6191</td>
<td>-0.6236</td>
</tr>
<tr>
<td>9.4</td>
<td>-0.4781</td>
<td>-0.4809</td>
</tr>
<tr>
<td>9.6</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>9.8</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>10.0</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$t$</th>
<th>$\Psi(t, -D; 0)$</th>
<th>$\Psi(t, -D; 5)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.0</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>8.2</td>
<td>-0.0831</td>
<td>-0.0917</td>
</tr>
<tr>
<td>8.4</td>
<td>-0.2653</td>
<td>-0.2791</td>
</tr>
<tr>
<td>8.6</td>
<td>-0.4614</td>
<td>-0.4641</td>
</tr>
<tr>
<td>8.8</td>
<td>0.6081</td>
<td>0.5928</td>
</tr>
<tr>
<td>9.0</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>9.2</td>
<td>-0.6191</td>
<td>-0.6062</td>
</tr>
<tr>
<td>9.4</td>
<td>-0.4781</td>
<td>-0.4853</td>
</tr>
<tr>
<td>9.6</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>9.8</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>10.0</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>
TABLE 6

Convergence of the partial sums (3.7d) for $\eta = 0.08$ in an annular trench of finite depth $D = 2$ (Gap/Depth = 1)

$$
\left[ \begin{array}{c}
\Psi(t; 0; N) \\
\Psi(t; -D; N)
\end{array} \right] = \sum_{n=0}^{N} \frac{\phi_{n}(t)}{p_{n}^{2}} \left[ C_{n} e^{-p_{n}D} + D_{n} p_{n} D \right] + \left( A_{0} + B_{0} + C_{0} \ln \left( \frac{1 - \eta}{2 \eta} \right) \right) t^{2} + \left( D_{0} + \ln \left( \frac{1 - \eta}{2 \eta} \right) \right) t^{4}
$$

<table>
<thead>
<tr>
<th>$t$</th>
<th>$\Psi(t; 0; 1)$</th>
<th>$\Psi(t; 0; 5)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.174</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.374</td>
<td>-0.0497</td>
<td>-0.0427</td>
</tr>
<tr>
<td>0.574</td>
<td>-0.1887</td>
<td>-0.1705</td>
</tr>
<tr>
<td>0.774</td>
<td>-0.3703</td>
<td>-0.3486</td>
</tr>
<tr>
<td>0.974</td>
<td>-0.5352</td>
<td>-0.5218</td>
</tr>
<tr>
<td>1.174</td>
<td>-0.6308</td>
<td>-0.6343</td>
</tr>
<tr>
<td>1.374</td>
<td>-0.6234</td>
<td>-0.6440</td>
</tr>
<tr>
<td>1.574</td>
<td>-0.5069</td>
<td>-0.5349</td>
</tr>
<tr>
<td>1.774</td>
<td>-0.3103</td>
<td>-0.3311</td>
</tr>
<tr>
<td>1.974</td>
<td>-0.1029</td>
<td>-0.1094</td>
</tr>
<tr>
<td>2.174</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$t$</th>
<th>$\Psi(t; -D; 1)$</th>
<th>$\Psi(t; -D; 5)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.174</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.374</td>
<td>-0.0497</td>
<td>-0.0462</td>
</tr>
<tr>
<td>0.574</td>
<td>-0.1887</td>
<td>-0.1740</td>
</tr>
<tr>
<td>0.774</td>
<td>-0.3703</td>
<td>-0.3409</td>
</tr>
<tr>
<td>0.974</td>
<td>-0.5352</td>
<td>-0.4992</td>
</tr>
<tr>
<td>1.174</td>
<td>-0.6308</td>
<td>-0.6084</td>
</tr>
<tr>
<td>1.374</td>
<td>-0.6234</td>
<td>-0.6344</td>
</tr>
<tr>
<td>1.574</td>
<td>-0.5069</td>
<td>-0.5521</td>
</tr>
<tr>
<td>1.774</td>
<td>-0.3103</td>
<td>-0.3632</td>
</tr>
<tr>
<td>1.974</td>
<td>-0.1029</td>
<td>-0.1286</td>
</tr>
<tr>
<td>2.174</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
The last step in the evaluation of the height correction at first order is the application of the side-wall conditions (3.10) and (3.11). When the trench is filled to the top with liquid and the liquid adheres to sharp edge (3.10a), we find that

\[
B_1 = \frac{-1}{m^2 \cdot \text{Det}(B_1, B_2, C)} \sum_{N} (C_n - D_n) \frac{(m^2 - p_n^2)}{\rho_n^2(m^2 + p_n^2)^2} \cdot \left\{ -b(A_3^{(n)}J_1(p_n b) + A_4^{(n)}Y_1(p_n b)) - a(A_3^{(n)}J_1(p_n a) + A_4^{(n)}Y_1(p_n a)) \right.
\]
\[+ A_4^{(n)}Y_1(p_n a)] [K_0(mb) - K_0(mb)] - \frac{p_n}{m} [A_3^{(n)}J_0(p_n b) + A_4^{(n)}Y_0(p_n b)] K_0(mb)
\]
\[+ A_4^{(n)}Y_0(p_n b) - (A_3^{(n)}J_0(p_n a) + A_4^{(n)}Y_0(p_n a)) [bK_1(mb) - aK_1(mb)]
\]
\[+ \frac{b^2 - a^2}{2} p_n [(A_3^{(n)}J_0(p_n a) + A_4^{(n)}Y_0(p_n a)) K_0(mb) - (A_3^{(n)}J_0(p_n b) + A_4^{(n)}Y_0(p_n b)) K_0(mb)\}
\]

\[
B_2 = \frac{-1}{m^2 \cdot \text{Det}(B_1, B_2, C)} \sum_{N} (C_n - D_n) \frac{(m^2 - p_n^2)}{\rho_n^2(m^2 + p_n^2)^2} \cdot \left\{ b(A_3^{(n)}J_1(p_n b) + A_4^{(n)}Y_1(p_n b)) - a(A_3^{(n)}J_1(p_n a) + A_4^{(n)}Y_1(p_n a)) \right.
\]
\[+ A_4^{(n)}Y_1(p_n a)] [I_0(mb) - I_0(mb)] - \frac{p_n}{m} [A_3^{(n)}J_0(p_n b) + A_4^{(n)}Y_0(p_n b)] I_0(mb)
\]
\[+ A_4^{(n)}Y_0(p_n b) - (A_3^{(n)}J_0(p_n a) + A_4^{(n)}Y_0(p_n a)) [bI_1(mb) - aI_1(mb)]
\]
\[- \frac{b^2 - a^2}{2} - p_n [(A_3^{(n)}J_0(p_n a) + A_4^{(n)}Y_0(p_n a)) I_0(mb) - (A_3^{(n)}J_0(p_n b) + A_4^{(n)}Y_0(p_n b)) I_0(mb)\}
\]

\[
C = \frac{-1}{\text{Det}(B_1, B_2, C)} \sum_{N} (C_n - D_n) \frac{(m^2 - p_n^2)}{\rho_n^2(m^2 + p_n^2)^2} \cdot \left\{ -\frac{p_n}{m^2} [(A_3^{(n)}J_0(p_n b) + A_4^{(n)}Y_0(p_n b)) + (A_3^{(n)}J_0(p_n a) + A_4^{(n)}Y_0(p_n a))]
\]
\[+ A_4^{(n)}Y_0(p_n b))] + \frac{p_n}{m} [I_1(mb) K_0(mb) + K_1(mb) I_0(mb)\}
\]
\[+ K_1(mb)] [A_3^{(n)}J_0(p_n a) + A_4^{(n)}Y_0(p_n a)]
\]
\[+ [b(A_3^{(n)}J_1(p_n b) + A_4^{(n)}Y_1(p_n b)) - a(A_3^{(n)}J_1(p_n a) + A_4^{(n)}Y_1(p_n a))]
\]
\[+ A_4^{(n)}Y_1(p_n a)] [I_0(mb) K_0(mb) - I_0(mb) K_0(mb)\}
\]
where

\[
\text{Det} (B_1, B_2, C) = \frac{1}{m^2} \left\{ - \frac{2}{m^2} \frac{b^2 - a^2}{2} [I_0(ma)K_0(mb) - K_0(ma)I_0(mb)] + \frac{b}{m} [I_1(mb)K_0(ma) + K_1(mb)I_0(ma)] \\
+ \frac{a}{m} [I_1(ma)K_0(mb) + K_1(ma)I_0(mb)] \right\}
\]

and

\[
H(t) = \frac{-1}{m^2 \cdot \text{Det} (B_1, B_2, C)} \sum_{n=-N}^{N} \frac{(C_n - D_n)(m^2 - p_n^2)}{p_n(m^2 + p_n^2)^2} \\
\cdot \left\{ \frac{-b}{m} [K_1(mb)I_0(mt) + I_1(mb)K_0(mt)] + \frac{a}{m} [K_1(ma)I_0(mt) + I_1(ma)K_0(mt)] \\
+ I_1(ma)K_0(mt)] + \frac{b}{m} [I_1(mb)K_0(ma) + K_1(mb)I_0(ma)] \\
- \frac{b^2 - a^2}{2} [K_0(ma)I_0(mt) - I_0(ma)K_0(mt)] - \frac{1}{m^2} \right\}
\]

(5.4)

\[
\frac{-1}{m^2 \cdot \text{Det} (B_1, B_2, C)} \sum_{n=-N}^{N} \frac{(C_n - D_n)(m^2 - p_n^2)}{p_n(m^2 + p_n^2)^2} \\
\cdot [A_3^{n}J_0(p_n b) + A_4^{n}Y_0(p_n b)] \\
\cdot \left\{ \frac{b}{m} [K_1(mb)I_0(mt) + I_1(mb)K_0(mt)] - \frac{a}{m} [K_1(ma)I_0(mt) + I_1(ma)K_0(mt)] \\
+ I_1(ma)K_0(mt)] + \frac{a}{m} [I_1(ma)K_0(mb) + K_1(ma)I_0(mb)] \\
+ \frac{b^2 - a^2}{2} [K_0(mb)I_0(mt) - I_0(mb)K_0(mt)] - \frac{1}{m^2} \right\}
\]

\[
+ \sum_{n=-N}^{N} \frac{C_n - D_n}{m^2 + p_n^2} \left[ A_3^{n}J_0(p_n t) + A_4^{n}Y_0(p_n t) \right] \\
- \frac{3m^2 + p_n^2}{p_n(m^2 + p_n^2)} \left[ A_3^{n}J_0(p_n t) + A_4^{n}Y_0(p_n t) \right].
\]
Fig. 3 (a). $\eta = 0.8$

Fig. 3. Level lines of the edge eddies (4.1) and streamlines (4.20) in the reference domain for the cylindrical annulus of finite depth with a depth/width ratio of five.
FIG. 3 (b). $\eta = 0.08$
Fig. 4. Level lines of the edge eddies (4.1) and streamlines (4.20) in the reference domain for the cylindrical annulus of finite depth with a depth/width ratio of 1.
FIG. 5 (a). $\eta = 0.8$

FIG. 5 (b). $\eta = 0.08$

FIG. 5. Level lines of the edge eddies (4.1) and streamlines (4.20) in the reference domain for the cylindrical annulus of finite depth with a depth/width ratio of 1/2.
When the trench is partially filled with liquid and an angle of flat contact is specified, we find, using (5.2), (3.10b) and (3.11), that

\[ B_1 = \frac{m}{\text{Det}(B_1, B_2)} \sum_{\vec{n}} \left( C_n - D_n \right) \frac{(3m^2 + p_n^2)}{(m^2 + p_n^2)^2} \]

\[ \cdot \left\{ -[A_3^{(m)}J_1(p_n a) + A_4^{(m)}Y_1(p_n a)]K_1(mb) + [A_3^{(m)}J_1(p_n b) + A_4^{(m)}Y_1(p_n b)]K_1(ma) \right\}, \]

\[ B_2 = \frac{m}{\text{Det}(B_1, B_2)} \sum_{\vec{n}} \left( C_n - D_n \right) \frac{(3m^2 + p_n^2)}{(m^2 + p_n^2)^2} \]

\[ \cdot \left\{ -[A_3^{(m)}J_1(p_n a) + A_4^{(m)}Y_1(p_n a)]I_1(mb) + [A_3^{(m)}J_1(p_n b) + A_4^{(m)}Y_1(p_n b)]I_1(ma) \right\}, \]

\[ C = \frac{-2}{b^2 - a^2} \sum_{\vec{n}} \left( C_n - D_n \right) \frac{1}{p_n^2} b [A_3^{(m)}J_1(p_n b) + A_4^{(m)}Y_1(p_n b)] 
- a [A_3^{(m)}J_1(p_n a) + A_4^{(m)}Y_1(p_n a)], \]

where

\[ \text{Det}(B_1, B_2) = -m^3 \left[ I_1(ma) K_1(mb) - K_1(ma) I_1(mb) \right] \]

and

\[ H(t) = \frac{-m}{\text{Det}(B_1, B_2)} \sum_{\vec{n}} \left( C_n - D_n \right) \frac{(3m^2 + p_n^2)}{(m^2 + p_n^2)^2} \]

\[ \cdot \left\{ A_3^{(m)}J_1(p_n a) \right\} [K_1(mb)I_0(mt) + I_1(mb)K_0(mt)] \]

\[ + \frac{m}{\text{Det}(B_1, B_2)} \sum_{\vec{n}} \left( C_n - D_n \right) \frac{(3m^2 + p_n^2)}{(m^2 + p_n^2)^2} \]

\[ \cdot \left\{ A_4^{(m)}Y_1(p_n b) \right\} [K_1(mb)I_0(mt) + I_1(mb)K_0(mt)] \]

\[ + \frac{1}{m^2} \frac{2}{b^2 - a^2} \sum_{\vec{n}} \left( C_n - D_n \right) \frac{1}{p_n^2} \left\{ b [A_3^{(m)}J_1(p_n b) + A_4^{(m)}Y_1(p_n b)] 
+ A_3^{(m)}Y_1(p_n b) + A_4^{(m)}Y_1(p_n a) \right\} \]

\[ + \sum_{\vec{n}} \left( C_n - D_n \right) \frac{2}{m^2 + p_n^2} \left[ A_1^{(m)}J_0(p_n t) + A_2^{(m)}Y_0(p_n t) \right] 
- t [A_3^{(m)}J_1(p_n t) + A_4^{(m)}Y_1(p_n t)] \]

\[ + \frac{3m^2 + p_n^2}{p_n (m^2 + p_n^2)} \left[ A_3^{(m)}J_1(p_n t) + A_4^{(m)}Y_1(p_n t) \right]. \]

In Fig. 6 we have plotted the correction coefficient \( H \) for the free surface in an infinitely deep annulus (see Tables 7 and 8 for computed values). This coefficient is the dimensionless form of \( h^{(1)}(r) \); and the free surface is given by \( h(r; \varepsilon) = h^{(1)}(\varepsilon^2) + O(\varepsilon^3) \). To obtain the streamlines in the deformed domain \( V_\varepsilon \), we merely invert the mapping \( V_\varepsilon \to V_0 \) using a linear shifting transformation in semi-infinite domains and a linear scaling transformation when the length of the cylinders is finite. The inversions have been discussed in detail by Joseph and Sturges [7] and will not be repeated here.
### Table 7
The correction coefficients for the free surface on a liquid in an infinitely deep annular trench with $\eta = 0.8$. The first columns are for the prescribed contact line problem (5.4). The second columns are for the prescribed contact angle problem (5.6) with a flat contact.

<table>
<thead>
<tr>
<th>$4m^2 = 0.1$</th>
<th>$4m^2 = 10$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.000</td>
<td>-0.000</td>
</tr>
<tr>
<td>8.100</td>
<td>-0.017</td>
</tr>
<tr>
<td>8.200</td>
<td>-0.0262</td>
</tr>
<tr>
<td>8.300</td>
<td>-0.0340</td>
</tr>
<tr>
<td>8.400</td>
<td>-0.0380</td>
</tr>
<tr>
<td>8.500</td>
<td>-0.0382</td>
</tr>
<tr>
<td>8.600</td>
<td>-0.0350</td>
</tr>
<tr>
<td>8.700</td>
<td>-0.0291</td>
</tr>
<tr>
<td>8.800</td>
<td>-0.0209</td>
</tr>
<tr>
<td>8.900</td>
<td>-0.0114</td>
</tr>
<tr>
<td>9.000</td>
<td>-0.0011</td>
</tr>
<tr>
<td>9.100</td>
<td>0.0090</td>
</tr>
<tr>
<td>9.200</td>
<td>0.0184</td>
</tr>
<tr>
<td>9.300</td>
<td>0.0262</td>
</tr>
<tr>
<td>9.400</td>
<td>0.0318</td>
</tr>
<tr>
<td>9.500</td>
<td>0.0346</td>
</tr>
<tr>
<td>9.600</td>
<td>0.0343</td>
</tr>
<tr>
<td>9.700</td>
<td>0.0306</td>
</tr>
<tr>
<td>9.800</td>
<td>0.0235</td>
</tr>
<tr>
<td>9.900</td>
<td>0.0130</td>
</tr>
<tr>
<td>10.000</td>
<td>-0.0000</td>
</tr>
</tbody>
</table>

### Table 8
The correction coefficients for the free surface on a liquid in an infinitely deep annular trench with $\eta = 0.08$. The first columns are for the prescribed contact line problem (5.4). The second columns are for the prescribed contact angle problem (5.6) with a flat contact.

<table>
<thead>
<tr>
<th>$4m^2 = 0.1$</th>
<th>$4m^2 = 10$</th>
</tr>
</thead>
<tbody>
<tr>
<td>.174</td>
<td>-0.000</td>
</tr>
<tr>
<td>.274</td>
<td>-0.2572</td>
</tr>
<tr>
<td>.374</td>
<td>-0.4002</td>
</tr>
<tr>
<td>.474</td>
<td>-0.4690</td>
</tr>
<tr>
<td>.574</td>
<td>-0.4842</td>
</tr>
<tr>
<td>.674</td>
<td>-0.4599</td>
</tr>
<tr>
<td>.774</td>
<td>-0.4069</td>
</tr>
<tr>
<td>.874</td>
<td>-0.3342</td>
</tr>
<tr>
<td>.974</td>
<td>-0.2494</td>
</tr>
<tr>
<td>1.074</td>
<td>-0.1594</td>
</tr>
<tr>
<td>1.174</td>
<td>-0.0700</td>
</tr>
<tr>
<td>1.274</td>
<td>.0135</td>
</tr>
<tr>
<td>1.374</td>
<td>.0862</td>
</tr>
<tr>
<td>1.474</td>
<td>.1443</td>
</tr>
<tr>
<td>1.574</td>
<td>.1844</td>
</tr>
<tr>
<td>1.674</td>
<td>.2055</td>
</tr>
<tr>
<td>1.774</td>
<td>.2048</td>
</tr>
<tr>
<td>1.874</td>
<td>.1825</td>
</tr>
<tr>
<td>1.974</td>
<td>.1395</td>
</tr>
<tr>
<td>2.074</td>
<td>.0770</td>
</tr>
<tr>
<td>2.174</td>
<td>.0000</td>
</tr>
</tbody>
</table>
Fig. 6. The free surface correction $H(t)$ for the infinitely deep annular trenches:

(i) The free surface adheres to the upper edge of the cylinder.
(ii) The free surface makes a horizontal contact with the cylinder walls.
Appendix A: Eigenfunctions for axisymmetric Stokes flow between two concentric cylinders. Separable solutions of $\Psi(t, y) = T(t)Y(y)$ of

\begin{equation}
\frac{\partial^2}{\partial t^2} - \frac{1}{t}\frac{\partial}{\partial t} + \frac{\partial^2}{\partial y^2} \Psi = 0, \quad -\infty < y < \infty, \quad 0 < a \leq t \leq b.
\end{equation}

and governed by the reduced equation

\begin{equation}
\frac{1}{T} \left( T^{iv} - \frac{2}{t} T'' + \frac{3}{t^3} T' - \frac{3}{t^3} T' \right) + \frac{2}{Y} \left( Y'' - \frac{T}{t} \right) Y'' = 0.
\end{equation}

Equation (A.2) can hold if and only if

\begin{equation}
\frac{T''}{T} - \frac{1}{t} \frac{T'}{T} = \alpha f(t) + \beta
\end{equation}

and

\begin{equation}
\frac{Y''}{Y} = \gamma g(y) + \delta,
\end{equation}

where $\alpha, \beta, \gamma$ and $\delta$ are complex constants with $\alpha \gamma = 0$ and $f$ and $g$ are arbitrary functions of a single variable. In the analysis we will introduce complex constants $p, \ c_i$ and $A_i (i = 1, 2, \cdots)$; the $c_i$ are integration constants and $p$ lies in the first quadrant but is otherwise unrestricted. The following list exhausts the possibilities associated with (A.2, 3, 4):

(I) $\alpha = \beta = 0$. Equation (A.3) shows that

$T(t) =$ linear combination of $(c_1, t^2)$

and (A.3) and (A.2) show that

$Y(y) =$ linear combination of $(c_2, y, y^2, y^3)$.

(II) $\alpha = 0$, $\Im \beta < 0$, $\beta = -p^2$. Integrating (A.3) we find that

$T(t) =$ linear combination of $(\Im Y_1(pt), tY_1(pt))$

where $J_1$ and $Y_1$ are Bessel functions of the first and second kind. Equations (A.3) and (A.2) imply that

$Y(y) =$ linear combination of $(e^{-py}, ye^{-py}, e^{py}, ye^{py})$.

(III) $\alpha = 0$, $\Im \beta > 0$, $\beta = p^2$. Integrating (A.3) we find that

$T(t) =$ linear combination of $(\Im I_1(pt), tK_1(pt))$

where $I_1$ and $K_1$ are the modified Bessel functions. Equations (A.3) and (A.2) imply that

$Y(y) =$ linear combination of $(\cos py, y \cos py, \sin py, y \sin py)$.

(IV) $\gamma = \delta = 0$.

$Y(y) =$ linear combination of $(c_3, y)$.

$T(t) =$ linear combination of $(c_4, t^2, t^2 \ln t, t^4)$.

(V) $\gamma = 0$, $\Im \delta < 0$, $\delta = -p^2$. Integrating (A.4) we find that

$Y(y) =$ linear combination of $(\cos py, \sin py)$.
Combining $Y'' = -p^2 Y$ with (A.2) we find that

\[(A.5) \quad \left( \frac{d^2}{dt^2} - \frac{1}{t} \frac{d}{dt} - p^2 \right) T = 0\]

and consequently

\[(A.6) \quad T' - \frac{1}{t} T' - p^2 T = c_5 t I_1(pt) + c_6 t K_1(pt).\]

Equation (A.6) may be solved by the method of variation of constants

\[T(t) = \text{linear combination} \left( t I_1(pt), t K_1(pt), t^2 I_0(pt), t^2 K_0(pt) \right).\]

(VI) $\gamma = 0$, $\text{Im} \delta > 0$, $\delta = p^2$. Integrating (A.4) we find that

\[Y(y) = \text{linear combination of} \left( e^{py}, e^{-py} \right).\]

Combining $Y'' = p^2 Y$ with (A.2) we find that

\[(A.7) \quad \hat{L}^2 T = 0, \quad \hat{L}(\cdot) = \frac{d^2(\cdot)}{dt^2} - \frac{1}{t} \frac{d(\cdot)}{dt} + p^2(\cdot),\]

\[(A.8) \quad \hat{L} T = c_7 t J_1(pt) + c_8 t Y_1(pt).\]

The solution of (A.8) is

\[(A.9) \quad T(t) = A_1 t I_1(pt) + A_2 t Y_1(pt) + A_3 t^2 I_0(pt) + A_4 t^2 Y_0(pt)\]

\[= \phi_1(t; p).\]

The linear combinations (A.9) may be formed into a countably infinite set of eigenfunctions $\phi_i^{(n)}(t) = \phi_i(t, p_n)$ associated with eigenvalues $p_n$. The eigenfunctions $\phi_i^{(n)}(t)$ are the combinations (A.9) which satisfy the homogeneous side-wall conditions

\[(A.10) \quad T(a) = T(b) = T'(a) = T'(b) = 0,\]

where

\[T(t) = A_1 pt I_0(pt) + A_2 pt Y_0(pt) + A_3 [2t I_0(pt) - pt^2 J_1(pt)]\]

\[+ A_4 [2t Y_0(pt) - pt^2 Y_1(pt)].\]

The matrix of the homogeneous linear equations (A.10) is designated as

\[(A.11) \quad [F] = \begin{bmatrix}
a J_1(pa) & a Y_1(pa) & a^2 J_0(pa) & a^2 Y_0(pa) \\
b J_1(pb) & b Y_1(pb) & b^2 J_0(pb) & b^2 Y_0(pb) \\
 p a J_0(pa) & p a Y_0(pa) & 2 a J_0(pa) - p a^2 J_1(pa) & 2 a Y_0(pa) \\
 p b J_0(pb) & p b Y_0(pb) & 2 b J_0(pb) - p b^2 J_1(pb) & 2 b Y_0(pb)
\end{bmatrix}\]

The equations

\[\sum_{i=1}^{4} F_i A_i = 0 \quad (i = 1, 2, 3, 4)\]

are solvable if and only if

\[(A.12) \quad \det F = 0.\]
Given (A.12), the $A_i$ may be determined to within an arbitrary multiplicative constant which we choose so as to facilitate the passage to the narrow gap limit $\eta \to 1$. Then

\begin{align*}
A_1 &= \frac{1}{ab} \begin{vmatrix}
F_{12} & F_{13} & F_{14} \\
F_{32} & F_{33} & F_{34} \\
F_{42} & F_{43} & F_{44}
\end{vmatrix}, \\
A_2 &= \frac{1}{ab} \begin{vmatrix}
-F_{11} & F_{13} & F_{14} \\
-F_{31} & F_{33} & F_{34} \\
-F_{41} & F_{43} & F_{44}
\end{vmatrix}, \\
A_3 &= \frac{1}{ab} \begin{vmatrix}
F_{12} & -F_{11} & F_{14} \\
F_{32} & -F_{31} & F_{34} \\
F_{42} & -F_{41} & F_{44}
\end{vmatrix}, \\
A_4 &= \frac{1}{ab} \begin{vmatrix}
F_{12} & F_{13} & -F_{11} \\
F_{32} & F_{33} & -F_{31} \\
F_{42} & F_{43} & -F_{41}
\end{vmatrix}.
\end{align*}

There are countably infinite number of eigenvalues $p_n$ of (A.12) which are symmetrically located in the complex $p$ plane. We make use of the eigenvalues with positive real parts. The eigenvalues $p_n$ ($n = 1, 2, \cdots$) are the first quadrant roots of (A.12) ordered according to the size of their real parts. The asymptotic distribution of eigenvalues for large values of $n$ is given by (B.8) and (B.9). The eigenvalues with a negative index are defined by

$$p_{-n} = \tilde{p}_n.$$ 

Then, using (A.9) and (A.13), we have

$$\phi_i^{(-n)}(t) = \tilde{\phi}_i^{(n)}(t) = \phi(t; p_{-n}).$$

**Appendix B: Computation and asymptotic properties of the eigenvalues.** It is apparent from Table B.1 that most of the eigenvalues $p_n$, $n = 1, 2, 3, \cdots$, have larger real parts. It is therefore useful to consider the simpler mathematical expressions which arise when the Bessel functions are represented by Hankel’s asymptotic expansions for large arguments (see Abramowitz and Stegun [1, p. 364])

\begin{align*}
J_\nu(z) &= \sqrt{\frac{2}{\pi z}} \left\{ P(\nu, z) \cos \left( z - \left( \frac{1}{2} \nu + \frac{1}{4} \right) \pi \right) \\
&\quad - Q(\nu, z) \sin \left( z - \left( \frac{1}{2} \nu + \frac{1}{4} \right) \pi \right) \right\}, \\
(B.1)
Y_\nu(z) &= \sqrt{\frac{2}{\pi z}} \left\{ P(\nu, z) \sin \left( z - \left( \frac{1}{2} \nu + \frac{1}{4} \right) \pi \right) \\
&\quad + O(\nu, z) \cos \left( z - \left( \frac{1}{2} \nu + \frac{1}{4} \right) \pi \right) \right\}.
\end{align*}
where

\[
P(n, z) \sim \sum_{k=0}^{\infty} \frac{(-1)^k (n, 2k)}{(2z)^{2k}} - 1 - \frac{(\lambda - 1)(\lambda - 9)}{2!(8z)^2} + \frac{(\lambda - 1)(\lambda - 9)(\lambda - 25)(\lambda - 49)}{4!(8z)^4} - \ldots,
\]

\[
Q(n, z) \sim \sum_{k=0}^{\infty} \frac{(-1)^k (n, 2k + 1)}{(2z)^{2k+1}} = \frac{\lambda - 1}{8z} - \frac{(\lambda - 1)(\lambda - 9)(\lambda - 25)}{3!(8z)^3} + \ldots
\]

and with \(4\nu^2\) denoted by \(\lambda\). We are interested in values \(\nu = 0\) and \(\nu = 1\). The representations (B.1) are substituted into (A.9), (A.12) and (A.13). To achieve a nontrivial result it is necessary, because of cancellations, to retain terms of \(O(z^{-2})\). After a very long and demanding computation, the details of which are given in the dissertation of J. Yoo [13] we find that

(B.2a) \[ \frac{1}{ab} \det F = \frac{4}{\pi^2 p_n^2} [4p_n^2 - \sin^2 2p_n] + O \left[ \frac{1}{|ap_n|} \right] = 0 \]

and

\[
\phi_{1}^{(n)}(t) = t [A_{1}^{(n)} J_{1}(p_n t) + A_{2}^{(n)} Y_{1}(p_n t)] + t^2 [A_{3}^{(n)} J_{0}(p_n t) + A_{4}^{(n)} Y_{0}(p_n t)]
\]

\[
= \frac{4}{\pi^2 p_n^2} \sqrt{\left[ \frac{2p_n^2(t-\alpha) \cos p_n (b-t) - \sin 2p_n \sin p_n (t-\alpha)}{2p_n \sin p_n (b-t) - p_n (b-t) \sin 2p_n \cos p_n (t-\alpha)} + \sin p_n \cos p_n z \right] + (2p_n + \sin 2p_n)(2p_n - \sin 2p_n) = 0}
\]

The limiting forms of (B.2a) and (B.2b) as

(B.3) \[ \frac{1}{|p_n| a} = \frac{1 - \eta}{2\eta |p_n|} \rightarrow 0 \]

are given by

(B.4a) \[ (2p_n + \sin 2p_n)(2p_n - \sin 2p_n) = 0 \]

and

(B.4b) \[ \phi_{1}^{(n)} = \frac{4}{\pi^2 p_n^2} \left[ 1 + \frac{(z - 1)(1 - \eta)}{2} \right]^{1/2} \left[ (2p_n - \sin 2p_n)(\cos p_n \cos p_n z \right.

\[ + \sin p_n \cos p_n z + p_n z \sin p_n \sin p_n z \]

\[ + (2p_n + \sin 2p_n)(\cos p_n \sin p_n z - \cos p_n \sin p_n z \]

\[ + p_n z \cos p_n \cos p_n z \left] \right) \right]. \]
where we have put
\[ z = t - \frac{a + b}{2} = t - \frac{1 + \eta}{1 - \eta}, \quad -1 \leq z \leq 1. \]

If (B.4a) is satisfied by
\[ 2p_n + \sin 2p_n = 0, \]
then (B.4b) reduces to the even eigenfunctions
\[ \phi^{(n)}_1 = \frac{4}{\pi^2 p_n^2} \left[ 1 + \frac{(z - 1)(1 - \eta)}{2} \right]^{1/2} (4\sin^2 p_n)(p_n \sin p_n \cos p_n z) \]
\[ -p_n z \cos p_n \sin p_n z. \] 

If (B.4a) is satisfied by
\[ 2p_n - \sin 2p_n = 0, \]
then (B.4b) reduces to the odd eigenfunctions
\[ \phi^{(n)}_1 = \frac{4}{\pi^2 p_n^2} \left[ 1 + \frac{(z - 1)(1 - \eta)}{2} \right]^{1/2} (-4\cos^2 p_n)(p_n \cos p_n \sin p_n z) \]
\[ -p_n z \sin p_n \cos p_n z. \]

The eigenvalues (B.6a) and (B.7a) are the eigenvalues for the even and odd Fadle–Papkovich eigenfunctions, respectively. These eigenfunctions are given by (B.6b) and (B.7b) with \( \eta = 1 \) (see Joseph and Sturges [7]).

It is, of course, expected that in the limit of narrow gaps, \( \eta \to 1 \), the strip eigenfunctions and eigenvalues for the annulus should reduce to strip eigenfunctions and eigenvalues for the plane channel. The limit result specified under (B.3) goes further than this. It asserts that for any fixed value of \( \eta > 0 \) the eigenvalues reduce to the Fadle–Papkovich eigenvalues and the eigenfunctions reduce, almost, to the Fadle–Papkovich eigenfunctions for every sufficiently large eigenvalue \( |p_n| \). It follows that the large eigenvalues should be relatively independent of variations in the radius ratio. This property is clearly evident in Table B.1 of eigenvalues. A second consequence of the limit result is that the asymptotic expansions of the Fadle–Papkovich eigenvalues (Hillman and Salzer [2]; Robbins and Smith [9]) hold relative to the wide gap problem whenever \( |p_n| \) is sufficiently large. When \( n \) is large, the first quadrant roots of \( 2p_n - \sin 2p_n = 0 \) are given asymptotically by
\[ 2p_n = (2n + \frac{1}{2})\pi + i \log (4n + 1)\pi \]
and the first quadrant roots of \( 2p_n + \sin 2p_n = 0 \) by
\[ 2p_n = (2n - \frac{1}{2})\pi + i \log (4n - 1)\pi. \]

In Table B.1 we have listed the first 20 eigenvalues of Fadle–Papkovich eigenfunctions (\( \eta = 1 \)). The values given in Table B.1 for \( \eta = 1 \) serve as initial guesses for an iterative scheme for the roots of (A.12) which give the eigenvalues when \( 0 < \eta < 1 \). The iterative scheme uses Muller’s method with deflation. The details of iteration along with numerical programs is given in Yoo’s thesis [13]. Representative results are displayed in Table B.1.
<table>
<thead>
<tr>
<th>$\eta = 1$</th>
<th>$\eta = 0.8$</th>
<th>$\eta = 0.5$</th>
<th>$\eta = 0.25$</th>
<th>$\eta = 0.08$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{Re } p_1$</td>
<td>$\text{Im } p_1$</td>
<td>$\text{Re } p_2$</td>
<td>$\text{Im } p_2$</td>
<td>$\text{Re } p_3$</td>
</tr>
<tr>
<td>2.10620</td>
<td>1.12536</td>
<td>2.10791</td>
<td>1.12444</td>
<td>2.12186</td>
</tr>
<tr>
<td>5.35527</td>
<td>1.55157</td>
<td>5.35707</td>
<td>1.55134</td>
<td>5.36406</td>
</tr>
<tr>
<td>8.53568</td>
<td>1.77554</td>
<td>8.53721</td>
<td>1.77543</td>
<td>8.54185</td>
</tr>
<tr>
<td>11.69318</td>
<td>1.92940</td>
<td>11.69597</td>
<td>1.92934</td>
<td>11.70304</td>
</tr>
<tr>
<td>18.00493</td>
<td>2.14189</td>
<td>18.00519</td>
<td>2.14186</td>
<td>18.00479</td>
</tr>
<tr>
<td>22.72704</td>
<td>2.25732</td>
<td>22.72724</td>
<td>2.25730</td>
<td>22.72907</td>
</tr>
<tr>
<td>25.87338</td>
<td>2.32712</td>
<td>25.87356</td>
<td>2.32710</td>
<td>25.87518</td>
</tr>
<tr>
<td>27.44620</td>
<td>2.35105</td>
<td>27.44637</td>
<td>2.35103</td>
<td>27.44789</td>
</tr>
<tr>
<td>29.01883</td>
<td>2.37876</td>
<td>29.01899</td>
<td>2.37874</td>
<td>29.02043</td>
</tr>
<tr>
<td>30.59130</td>
<td>2.40501</td>
<td>30.59145</td>
<td>2.40500</td>
<td>30.59282</td>
</tr>
<tr>
<td>32.16362</td>
<td>2.42996</td>
<td>32.16376</td>
<td>2.42995</td>
<td>32.16506</td>
</tr>
</tbody>
</table>
Appendix C: Biorthogonality. Following a method introduced by Smith [10] in a different but related problem we note that

\[
\left( \frac{\partial^2}{\partial t^2} - \frac{1}{t} \frac{\partial}{\partial t} \right) \frac{\partial^2 \Psi}{\partial y^2} = \frac{\partial^2 \Psi}{\partial y^2} \left( \frac{\partial^2}{\partial t^2} - \frac{1}{t} \frac{\partial}{\partial t} \right)
\]

and define

\[
\phi_2(t; p) = \frac{t}{p^2} \int_1^a \frac{d\phi_1(t', p)}{dt'} \left[ \frac{1}{t^2} \phi_1'' - \frac{1}{t} \phi_1' \right].
\]

Since \( \Psi \) is a series of terms of the form

\[e^{\pi p^2 \phi_1(t; p)},\]

we find, from (A.1) and (C.2) that

\[
\phi_2^* - \frac{1}{t} \phi_2' + p^2 [2 \phi_2 + \phi_1] = 0.
\]

Equations (C.2) and (C.3) may be written as

\[
\frac{d}{dt} \left( \frac{1}{t} \frac{d\phi_1}{dt} \right) + p^2 \left[ \begin{array}{c} 0 \\ -1 \\ 2 \end{array} \right] \phi_2 = 0
\]

with boundary conditions

\[
\phi_1 = \frac{d\phi_1}{dt} = 0 \quad \text{at } t = a, b.
\]

To define the eigenvalue problem which is adjoint to (C.4) we define a generalized Wronskian

\[
W = [\psi_1, \psi_2] \left( \phi_2' \right) - \left[ \psi_1', \psi_2' \right] \phi_1
\]

\[
= \psi_1 \phi_1' + \psi_2 \phi_2' - \psi_1' \phi_1 - \psi_2' \phi_2.
\]

The adjoint eigenfunction \([\psi_1, \psi_2] \) is the function which for the given eigenvalue \( p \) and eigenfunction \([\phi_1(t; p), \phi_2(t; p)] \) makes \( W = 0 \). We note that \( W(a) = W(b) = 0 \)

\[
\psi_2(a) = \psi_2(b) = \psi_1'(a) = \psi_1'(b) = 0.
\]

Moreover, \( W/t = \text{constant whenever} \)

\[
\frac{d}{dt} \left( \frac{1}{t} \frac{d\phi_1}{dt} \right) + p^2 \left[ \begin{array}{c} 0 \\ -1 \\ 2 \end{array} \right] \phi_2 = 0.
\]

The eigenvalue problem (C.6) is adjoint to (C.4). If \( p = p_0 \) is an eigenvalue of (C.4) with an eigenvector

\[
\left[ \begin{array}{c} \phi_1^{(m)} \\ \phi_2^{(m)} \end{array} \right],
\]

then \([\psi_1^{(m)}, \psi_2^{(m)}] \) is an eigenvector of (C.6) with the same eigenvalue. Suppose that
$p_n$ and $p_m$, $m \neq n$ are different eigenvalues. Then

$$(p_m^2 - p_n^2) \int_a^b \frac{1}{t} \begin{bmatrix} \psi_1^{(m)}(t) & \psi_2^{(m)}(t) \end{bmatrix} \begin{bmatrix} 0 & -1 \\ 1 & 2 \end{bmatrix} \begin{bmatrix} \phi_1^{(n)}(t) \\ \phi_2^{(n)}(t) \end{bmatrix} \, dt = 0.$$ 

When $p_n = p_m$ we define

$$K_n = \int_a^b \frac{1}{t} \begin{bmatrix} \psi_1^{(n)}(t) & \psi_2^{(n)}(t) \end{bmatrix} \begin{bmatrix} 0 & -1 \\ 1 & 2 \end{bmatrix} \begin{bmatrix} \phi_1^{(n)}(t) \\ \phi_2^{(n)}(t) \end{bmatrix} \, dt.$$ 

The following biorthogonality conditions holds

$$(C.7) \quad \int_a^b \frac{1}{t} \begin{bmatrix} \psi_1^{(m)}(t) & \psi_2^{(m)}(t) \end{bmatrix} \begin{bmatrix} 0 & -1 \\ 1 & 2 \end{bmatrix} \begin{bmatrix} \phi_1^{(n)}(t) \\ \phi_2^{(n)}(t) \end{bmatrix} \, dt = K_n \delta_{mn}.$$ 

Using (A.9), with $p = p_n$, $\phi_1(t; p_n) = \phi_1^{(n)}(t)$, and (C.6) we find that

$$\phi_1^{(n)} = A_1^{(n)} J_1(p_n t) + A_2^{(n)} Y_1(p_n t) + A_3^{(n)} t^2 J_0(p_n t),$$

$$+ A_4^{(n)} t^2 Y_0(p_n t),$$

$$\psi_2^{(n)} = \phi_1^{(n)},$$

$$(C.8) \quad \phi_2^{(n)} = - \left( \frac{A_1^{(n)}}{p_n} + \frac{2}{p_n} A_3^{(n)} \right) t J_1(p_n t) - \left( \frac{A_2^{(n)}}{p_n} + \frac{2}{p_n} A_4^{(n)} \right) t Y_1(p_n t)$$

$$- A_3^{(n)} t^2 J_0(p_n t) - A_4^{(n)} t^2 Y_0(p_n t),$$

$$\psi_1^{(n)} = \left( \frac{A_1^{(n)}}{p_n} - \frac{2}{p_n} A_3^{(n)} \right) t J_1(p_n t) + \left( \frac{A_2^{(n)}}{p_n} - \frac{2}{p_n} A_4^{(n)} \right) t Y_1(p_n t)$$

$$+ A_3^{(n)} t^2 J_0(p_n t) + A_4^{(n)} t^2 Y_0(p_n t).$$

Using (C.8), (C.4b) and the integration formulas in Appendix D we compute

$$K_n = - \frac{2b^2}{p_n^2} [A_1^{(n)} J_1(p_n b) + A_4^{(n)} Y_1(p_n b)]^2$$

$$(C.9) \quad + \frac{2a^2}{p_n^2} [A_3^{(n)} J_1(p_n a) + A_4^{(n)} Y_1(p_n a)]^2.$$ 

**Appendix D: Indefinite integrals of products of Bessel functions.** Let $\mathcal{C}_\mu(kz)$ and $\mathcal{E}_\nu(lz)$ denote any two cylinder functions of orders $\mu$ and $\nu$, respectively. When $\mu \geq 1$, we have

$$\int_{\ell}^{t} z^2 \mathcal{C}_\mu(kz) \mathcal{E}_\nu(lz) \, dz = \frac{t}{k^2 - l^2} \left\{ k^2 \mathcal{C}_\mu(kz) \mathcal{E}_\nu(l) + k \mathcal{E}_\nu(lz) \mathcal{C}_\mu(k) \right\}$$

$$(D.1) \quad + \mathcal{E}_\mu(kz) \mathcal{E}_{\nu-1}(l) + \mathcal{C}_\mu(kz) \mathcal{C}_{\nu-1}(l).$$

$$\int_{\ell}^{t} z^2 \mathcal{C}_{\mu-1}(kz) \mathcal{E}_\nu(lz) \, dz = \frac{t^2}{k^2 - l^2} \left\{ k^2 \mathcal{C}_{\mu-1}(kz) \mathcal{E}_\nu(l) + k \mathcal{E}_\nu(lz) \mathcal{C}_{\mu-1}(k) \right\}$$

$$- \frac{2k}{k^2 - l^2} \left\{ k \mathcal{C}_{\mu-1}(kz) \mathcal{E}_{\nu-1}(l) - k \mathcal{E}_{\nu-1}(lz) \mathcal{C}_{\mu-1}(k) \right\}$$

$$- \frac{2(\mu - 1)k}{k^2 - l^2} \mathcal{E}_{\nu-1}(lz) \mathcal{C}_{\mu-1}(k).$$
When \( \mu \geq 0 \),
\[
\int z^3 \mathcal{E}_\mu(kt) \mathcal{E}_\mu(kz) \, dz = \frac{t^3}{k^2 - 1^2} \left[ k \mathcal{E}_{\mu+1}(kt) \mathcal{E}_\mu(kt) - l \mathcal{E}_\mu(kt) \mathcal{E}_{\mu+1}(lt) \right]
\]
\[+ \frac{2t^2}{(k^2 - l^2)^2} \left\{ 2kt \mathcal{E}_{\mu+1}(kt) \mathcal{E}_{\mu+1}(lt) + (k^2 + l^2) \mathcal{E}_\mu(kt) \mathcal{E}_\mu(kz) \right\}\]
\[
\quad - \frac{4(k^2 + l^2)t}{(k^2 - l^2)^3} \left[ k \mathcal{E}_{\mu+1}(kt) \mathcal{E}_\mu(kz) - l \mathcal{E}_\mu(kt) \mathcal{E}_{\mu+1}(lt) \right]
\]
\[= \frac{4\mu t}{(k^2 - l^2)^2} \left( k \mathcal{E}_{\mu+1}(kt) \mathcal{E}_\mu(kt) + l \mathcal{E}_\mu(kt) \mathcal{E}_{\mu+1}(kt) \right).\]

When \( \mu \geq 1 \),
\[
\int z^2 \mathcal{E}_\mu(kt) \mathcal{E}_\mu(kz) \, dz = \frac{t^2}{2} \left( \mathcal{E}_\mu(kt) \mathcal{E}_\mu(kz) + \mathcal{E}_{\mu-1}(kt) \mathcal{E}_{\mu-1}(kz) \right)
\]
\[+ \frac{\mu t}{2k} \left( \mathcal{E}_{\mu-1}(kt) \mathcal{E}_\mu(kz) - \mathcal{E}_\mu(kt) \mathcal{E}_{\mu-1}(kz) \right).
\]
\[
\int z^2 \mathcal{E}_\mu(kt) \mathcal{E}_\mu(kz) \, dz = \frac{t^2}{4} \left( \mathcal{E}_\mu(kt) \mathcal{E}_\mu(kz) - \mathcal{E}_\mu(kt) \mathcal{E}_{\mu-1}(kz) \right)
\]
\[+ \frac{t^2}{2k} \left( \mu \mathcal{E}_\mu(kt) \mathcal{E}_\mu(kz) + (\mu - 1) \mathcal{E}_{\mu-1}(kt) \mathcal{E}_{\mu-1}(kz) \right)
\]
\[= \frac{\mu (\mu - 1)t}{4k^2} \left( 3 \mathcal{E}_{\mu-1}(kt) \mathcal{E}_\mu(kz) + \mathcal{E}_\mu(kt) \mathcal{E}_{\mu-1}(kz) \right).
\]

When \( \mu \geq 0 \),
\[
\int z^3 \mathcal{E}_\mu(kt) \mathcal{E}_\mu(kz) \, dz = \frac{t^4}{6} \left( \mathcal{E}_{\mu+1}(kt) \mathcal{E}_{\mu+1}(kt) + \mathcal{E}_\mu(kt) \mathcal{E}_\mu(kt) \right)
\]
\[+ \frac{(\mu - 1)t^3}{6k} \left( \mathcal{E}_{\mu+1}(kt) \mathcal{E}_\mu(kt) + \mathcal{E}_\mu(kt) \mathcal{E}_{\mu+1}(kt) \right)
\]
\[+ \frac{(\mu - 1)t^2}{3k^2} \left( \mu + 1 \mathcal{E}_{\mu+1}(kt) \mathcal{E}_{\mu+1}(kt) + \mu \mathcal{E}_\mu(kt) \mathcal{E}_\mu(kt) \right)
\]
\[+ \frac{\mu (\mu - 1)t}{3k^3} \left( \mathcal{E}_{\mu+1}(kt) \mathcal{E}_\mu(kt) + \mathcal{E}_\mu(kt) \mathcal{E}_{\mu+1}(kt) \right).
\]
Equations (D.1) and (D.4) are well known (see Watson [12, p. 134]). The other relations are also probably well known; in any event, they may be derived as follows: To obtain (D.2) we first note that

$$z^\mu e_{\mu-1}(kz) = \frac{1}{k} \frac{d}{dz} (z^\mu e_{\mu}(kz)).$$

Then integrating by parts and using (D.1) we find that

$$\int_0^t z^2 e_{\mu-1}(kz) \tilde{e}_\mu(lz) \, dz = \int_0^t \left[ z^\mu e_{\mu-1}(kz) \right] \left[ z^2 z^{-\mu} \tilde{e}_\mu(lz) \right] \, dz$$

$$= \frac{l^2}{k} e_{\mu}(kt) \tilde{e}_\mu(lt) - \frac{2t}{k(k^2 - l^2)} (ke_{\mu+1}(kt) \tilde{e}_\mu(lt)$$

$$- l e_{\mu}(kt) \tilde{e}_{\mu+1}(lt)) + \frac{l}{k} \int_0^t z^2 e_{\mu}(kz) \tilde{e}_{\mu+1}(lz) \, dz.$$  \hspace{1cm} (D.7)

Again integrating by parts, but using different parts, we find that

$$\int_0^t z^2 e_{\mu-1}(kz) \tilde{e}_\mu(lz) \, dz$$

$$= \int_0^t \left[ z^{-(\mu-1)} e_{\mu-1}(kz) \right] \left[ z^{\mu+1} \tilde{e}_\mu(lz) \right] \, dz$$

$$= \frac{l^2}{l} e_{\mu-1}(kt) \tilde{e}_{\mu+1}(lt) + \frac{k}{l} \int_0^t z^2 e_{\mu}(kz) \tilde{e}_{\mu+1}(lz) \, dz.$$  \hspace{1cm} (D.8)

The difference \(k/l\) (D.7) \(-l/k\) (D.8) followed by application of recursion relations for cylinder functions leads to (D.2). Equation (D.5) follows from an application of l'Hôpital's rule to (D.2) in the limit \(l \to k\). Similar computations lead to (D.3) and (D.6).
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