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The objective of this paper is to show how to formulate a bifurcation theory for pipe flows in terms of the friction factor. We compute the slope of the friction factor vs. Reynolds number curve and the frequency change for the time-periodic solution which bifurcates from Poiseuille flow through annular ducts.

1. Introduction

A response function for a fluid motion can be defined as a scalar function which measures the response of the flow to the external forces which induce the motion. For example, in problems of thermal convection the response function can be taken as the heat transported and the external forces can be regarded as the applied temperature difference. The dimensionless response function relates the Nusselt and Rayleigh numbers. In another example, flow down a pipe, the external force is the pressure gradient and the response function can be taken as the mass flux. The dimensionless response function relates friction factors and Reynolds numbers. We are going to study the response function for flow down an annular duct.

The response function is generally obtained by evaluating a response functional on a suitably defined set of solutions. In this paper we shall study statistically stationary solutions of the Navier–Stokes equations for flow through annular ducts. These solutions are defined in §2; their chief property is that the spatial average over cylinders of such solutions is time independent. The bifurcating solutions which we shall construct have a time-dependent spatial average (see remarks closing §9). We shall assume that other solutions which are observed as turbulence have the property of statistical stationarity; this is the basic assumption of the variational theory of turbulence (Howard 1963, 1971; Boss 1968, 1970). The assumption gives a sense in which fluctuating flow in a steady environment can have steady average properties.

The purpose of our analysis is best served by drawing a distinction between laminar Poiseuille flow and all the other statistically stationary flows, including time-periodic bifurcating flow. We shall call all these other flows turbulent. The
analysis is conveniently framed in terms of the friction-factor discrepancy, which is the difference \( f_T - f_L \), where \( f_T \) is the friction factor for turbulent flow and \( f_L \) the friction factor for laminar flow.

The main contribution of this work is to show how to introduce the response function, the friction-factor discrepancy (a function of the Reynolds number), as an expansion parameter for constructing the time-periodic solutions which bifurcate from laminar Poiseuille flow. The friction-factor discrepancy will appear as the 'amplitude' in our perturbation study. The introduction of the friction factor allows a direct comparison of stability and perturbation results with experiments. The relation of analysis to experiments may be better understood once one is in possession of a proper understanding of the response function (\( \xi, \eta, \xi + \eta \)), the direction of bifurcation (\( \xi, \eta, \xi + \eta \)), the instability of subcritical bifurcating solutions (\( \xi \)) and the concept of the snap-through instability (\( \xi, \eta \)).

The basic theory for our study, apart from matters relating to the response function which we now, is a specialization of that given first by Joseph & Sattinger [1972]. The instability of subcritical bifurcating solutions and the concept of a snap-through instability are explained more fully there than here.

Our numerical study of the bifurcating problem is essentially an application of the method used by Chen & Joseph [1973] to study subcritical bifurcation of plane Poiseuille flow to the study of bifurcation of flow in annular ducts. The relation of these methods to those used in previous studies as well as certain other points of interest not treated here are discussed in the Chen & Joseph paper.

2. Decomposition of the whole motion into a mean motion plus a fluctuation with a zero mean

We consider flow between concentric cylinders. The axis of the cylinders coincides with the \( z \) axis, where \( (x, \theta, r) \) are polar cylindrical co-ordinates and

\[
\tau \geq r \geq \tau_0
\]

is the range of values of the radius between the outer and inner cylinder. The reduced pressure \( \Pi (x, \theta, r, t) = \Pi_0 (x, \theta, r, t) - G_T r \),

\[
\Pi_0 = \text{bounded as } r \rightarrow \pm \infty \text{ and } G_T > 0 \text{ is a constant which is determined by the applied pressure drop.}
\]

The equations which govern the motion of the fluid in the annulus are

\[
\begin{align*}
\partial_t \mathbf{V} + \mathbf{V} \cdot \nabla \mathbf{V} &= -\nabla \Pi_0 + \mathbf{e}_z G_T + \nu \Delta \mathbf{V}, \\
\text{div } \mathbf{V} &= 0
\end{align*}
\]

(2.2a)

(2.2b)

*This theory is an extension to partial differential equations of the Hopf bifurcation theorem for systems of ordinary differential equations. Hopf [1942] considers bifurcation from a real eigenvalue (steady bifurcation) and bifurcation from a complex eigenvalue (time-periodic bifurcation). Hopf was the first to prove that subcritical bifurcation solutions are unstable and that supercritical bifurcation solutions are stable. Hopf felt that his results might apply to partial differential equations and he makes reference to the Taylor problem and other famous problems of hydrodynamic stability.*

\[ V|\tau_1 = V|\tau_0 = 0. \]  

(2.2c)

Here \( \mathbf{e}_z \) is a unit vector parallel to the \( z \) axis.

The motion \( (V, \Pi_0) \) may be decomposed in several ways; one convenient way is to introduce a cylinder average

\[
\bar{f} = \lim_{L \to \infty} \frac{1}{2L} \int_{-L}^{L} dx \left[ \frac{1}{2\pi} \int_{0}^{2\pi} f dd \right]
\]

(2.3)

and an overall average

\[
\langle f \rangle = \frac{2}{r_2^2 - r_1^2} \int_{r_1}^{r_2} f r dr,
\]

(2.4)

for any quantity \( f \). Then, we may set

\[
(V, \Pi_0) = (V + V', \Pi_1 + \Pi'),
\]

(2.5)

where primed quantities are fluctuations and have a zero mean. The average of the velocity \( \bar{V} \) will be denoted by \( \langle \bar{V} \rangle \).

By statistically stationary we shall understand that the time derivatives of cylinder averages are zero and that there is no mean circumferential motion (\( \Pi_0 = 0 \)). The vanishing of the mean radial component of velocity (\( \bar{V}_r = 0 \)) may be deduced from the continuity equation.

To study statistically stationary turbulent flow through the annulus we form the cylinder averages of the equations of motion. The equations governing the mean motion are

\[
\begin{align*}
\frac{1}{r} \frac{d}{dr} (r \bar{V}_r) - \frac{r}{r} \bar{V}_r &= -\frac{d \Pi_1}{dr}, \\
dr(r^2 \bar{V}_r \bar{V}_\theta) dr &= 0, \\
\frac{d}{dr} \left[ r \bar{V}_r \bar{V}_r - \nu \frac{d^2 \bar{V}}{dr^2} - G_T r \right] &= 0.
\end{align*}
\]

(2.6a)

(2.6b)

(2.6c)

The equations governing the fluctuations are

\[
\frac{\partial V'}{\partial t} + \bar{V}_r \frac{\partial V'}{\partial x} + \bar{V}_\theta \frac{d}{dr} (V' + \mathbf{e}_z G_T + \nu \Delta \mathbf{V}') = -\nabla \Pi_1 + \nu \Delta \mathbf{V}'.
\]

(2.7)

All velocity components vanish on the solid cylinders at \( r = r_1 \) and \( r = r_2 \) and \( \partial \mathbf{V} - \partial \mathbf{V}' = 0 \). Equation (2.6b) shows that \( \bar{V}_r \bar{V}_\theta \) is a constant whose value is zero at the boundary and everywhere. We find the energy identity

\[
\langle V'_r V'_r \rangle dV/dr = -\nu \langle VV' \rangle
\]

(2.8)

from the overall average of (2.7).

A basic and important consequence of the assumption of statistical stationarity is that (2.6c) has a first integral; after introducing the equation (2.10) for laminar flow with a constant pressure gradient \( G_T \), this integral may be written as

\[
\frac{\bar{V}'_r \bar{V}'_r}{2} + \frac{r^2 - r_1^2}{2 \ln \eta} \langle \bar{V}_r \bar{V}'_r \rangle - \frac{G_T}{2} \left[ \frac{r^2 - r_1^2}{2 \ln \eta} \right] = \nu \frac{d}{dr} (\bar{V}_r - U_0).
\]
Using (3.5) we may rewrite (2.13) as

\[ \langle h(r) U_r^i U_r^j \rangle = \frac{1}{4} (G_T - G_L) [r_2^4 + r_2^2 + (r_2^2 - r_1^2)] / [ln \eta] - 2\nu \langle \nabla_2 U_2 \rangle. \tag{3.6} \]

This basic relation will be used in the next section to define the pressure-gradient discrepancy functional for flows with a constant mass flux.

4. The response function near the point of bifurcation

The linear stability problem associated with Poiseuille flow through annular ducts has been considered by Mott & Joseph (1968); they restrict their study to axisymmetric disturbances. Here we shall construct the axisymmetric flows which bifurcate from laminar flow. To construct the bifurcation solution we shall use the basic perturbation method of Joseph & Sattinger (1973) in its streamfunction formulation given by Chen & Joseph (1973) in their study of plane Poiseuille flow.

One aim of the present work is to show how to enrich the physical content of the perturbation theory by a proper choice of the amplitude parameter.

For any axisymmetric motion we may introduce a stream function \( \overline{\psi} \) such that

\[ V_r = \frac{1}{r} \frac{\partial \overline{\psi}}{\partial r} \quad V_\theta = -\frac{1}{r} \frac{\partial \overline{\psi}}{\partial z}. \tag{4.1} \]

The resolution of the motion into Poiseuille flow plus a disturbance

\[ \overline{\psi} = \overline{\psi}^{\ast} + \overline{\psi}'' \quad \partial \overline{\psi}^{\ast}/\partial r = -r \overline{\psi}'' \tag{4.2} \]

leads to the following nonlinear boundary-value problem for \( \Psi'' \):

\[ \begin{align*}
\frac{\partial}{\partial t} \Psi'' + \frac{\partial}{\partial x} \frac{\partial}{\partial x} + \frac{d}{dr} \frac{\partial}{\partial r} &= d \left( \frac{1}{r} \frac{\partial U_2}{\partial r} \right) \frac{\partial}{\partial x} \\
\overline{\Psi}'' + J (\Psi'', D\Psi'') &= \nu D^2 \Psi'' \tag{4.3a}
\end{align*} \]

and

\[ \Psi'' |_{r_1} = \Psi'' |_{r_2} = 0, \tag{4.3b} \]

where

\[ D^2 = \frac{\partial^2}{\partial r^2} - \frac{2}{r} \frac{\partial}{\partial r} + \frac{\partial^2}{\partial x^2} \]

and

\[ J (\Psi'', D\Psi'') = \frac{1}{r} \left( \frac{\partial^2}{\partial r^2} \frac{\partial}{\partial x} - \frac{\partial}{\partial r} \frac{\partial^2}{\partial x^2} + \frac{2}{r} \frac{\partial}{\partial r} \frac{\partial^2}{\partial x^2} \right) \tag{4.4} \]

We note that every solution of (4.3.3) b has the same mass flux as the laminar flow (3.2):†

\[ \langle \overline{\nabla}^2 U_2 \rangle = \langle \overline{U}_2^i \overline{U}_2^j \rangle = \frac{2}{r_2^4 - r_1^4} \int \frac{\overline{\nabla}^2 \overline{\psi}}{\partial r} \frac{\partial}{\partial r} \frac{\partial}{\partial x} \frac{\partial}{\partial x} = \frac{2}{r_2^4 - r_1^4} \frac{\overline{\psi}}{\partial r} = 0. \tag{4.4} \]

† There is no loss of generality in restricting the bifurcation analysis to flows which satisfy (4.3b). All the other possibilities may be reduced to this one (see Joseph 1974); for example, the bifurcating flow with the same pressure gradient \( G_L \), as the laminar flow \( \overline{U}_2(r) \) may be obtained by adding a suitably determined laminar flow to the solution of (4.3a, b).
It follows from (4.4) and (3.6) that the pressure-gradient discrepancy is related to solutions of (4.3a, b) by

$$\frac{1}{2}(G_3 - G_2) \left[ C_r^2 + C_t^2 + \frac{1}{\ln \eta} \right] = -\left\langle \frac{h(r)}{r^2} \frac{\partial \varphi}{\partial r} \frac{\partial \varphi}{\partial r} \right\rangle. \quad (4.5)$$

It is, of course, well known that the friction factor $f$ and pressure gradient are related by the formula

$$f = \alpha U_0 \frac{D}{D_s}, \quad (4.6)$$

where $D_s = 4\delta - 2(r_s - r)$ is the hydraulic diameter (the ratio of four times the area to the wetted perimeter). We introduce dimensionless variables

$$[t, x, \theta, r, U(r), \varepsilon, \nu, \varphi, \Phi] = \left[ \frac{t}{U_0}, \frac{x}{\delta}, \frac{\theta}{\delta}, \frac{r}{U_0}, \frac{U}{U_0}, \frac{V}{U_0}, \frac{W}{U_0}, \frac{\Psi}{U_0} \right]. \quad (4.7)$$

Here,

$$e^2 = f_T - f_L > 0 \quad (4.8)$$

is the friction factor discrepancy (the friction factor for turbulent flow minus the friction factor for laminar flow with the same mass flux). The symbols $t, r$ and $x$ are being used for both dimensional and dimensionless variables. From this point on only the dimensionless variables are used and

$$-\infty < x < \infty, \quad a = \frac{2\eta}{1 - \eta} < r < \frac{2}{1 - \eta} = b. \quad (4.9)$$

The Reynolds number

$$R = \langle U_0 \rangle \frac{\nu}{\xi}, \quad (4.10)$$

as well as the dimensionless function of the ratio parameter

$$b(\eta) = \frac{1}{2} \left[ \frac{1 + \eta^2}{(1 - \eta)^2} + \frac{1}{(1 - \eta) \ln \eta} \right], \quad b(0) = \frac{1}{2} \geq b(\eta) \geq b(1) = \frac{1}{2}. \quad (4.11)$$

appear in the dimensionless function of the boundary value problem governing the bifurcation solution. This follows from (4.3) as

$$\left[ \frac{1}{R} + U \frac{d^2}{dx^2} \right] \frac{\frac{\partial}{\partial r} \frac{\partial \varphi}{\partial r}}{\frac{d}{dr}} + \frac{1}{\beta} \frac{d}{dr} \left[ \frac{1}{\beta} \frac{d}{dr} \right] \frac{\partial \varphi}{\partial r} + \frac{1}{\beta} \frac{d}{dr} \left[ \frac{1}{\beta} \frac{d}{dr} \right] \frac{\partial \varphi}{\partial r} = 0, \quad (4.12a)$$

$$\varphi = \frac{\partial \varphi}{\partial r} = 0 \quad \text{at} \quad r = a, b \quad (4.12b)$$

and, using (4.5)-(4.8),

$$b(\eta) = \langle h(r) \nu \rangle = -\left\langle \frac{h(r)}{r^2} \frac{\partial \varphi}{\partial r} \frac{\partial \varphi}{\partial r} \right\rangle. \quad (4.12c)$$

We shall seek a spatially periodic solution of (4.12) with a period $2\pi/\alpha$ in $x$. The bifurcating solution is necessarily time periodic when the solution of the spectral problem (Orr-Sommerfeld problem, see §5) is both unique and time periodic.

There is a unique curve $R(\alpha^*)$ and associated frequencies $\omega(\alpha^*)$ for which time-periodic solutions of (4.12) exist. $R(\alpha^*) = R(f_T - f_L)$ gives the response curve for Poiseuille flow near the point of bifurcation; this is the relation between the Reynolds number and the friction factor. There is abundant literature reporting experimental measurements of the response curve.

5. Instability of the basic flow

The spectral problem for the instability of the annular duct flow described by (3.2) is obtained from (4.12a, b) by setting $\epsilon = 0$ in (4.19a). Equations (4.12a, b) can then be written as

$$\left[ \frac{1}{\beta} \frac{d^2}{dx^2} \right] \Psi = 0, \quad \frac{\partial \Psi}{\partial r} = 0 \quad \text{at} \quad r = a, b \quad \text{periodicity in} \quad x, \quad (5.1a, b, c)$$

where

$$\mathcal{L}[U, \lambda] = U \frac{\partial}{\partial x} \frac{d^2}{dx^2} + \frac{1}{\beta} \frac{d}{dr} \left[ \frac{1}{\beta} \frac{d}{dr} \right] \frac{\partial \Psi}{\partial r} - \lambda D^4 \quad (5.2)$$

and $\lambda = 1/\beta$.

To obtain the spectral problem, solutions of (5.1) are sought in the form

$$\Psi(x, r, \lambda) = e^{-i\alpha x} \psi(x, r, \lambda). \quad (5.3)$$

This leads to

$$-\gamma D^4 \psi + \mathcal{L} \psi = 0, \quad \psi = 0 \quad \text{at} \quad r = a, b \quad \text{periodicity in} \quad x. \quad (5.4a, b, c)$$

The values $\gamma(\lambda) = \xi(\lambda) + i\eta(\lambda)$ are eigenvalues of the spectral problem (5.4). If $\xi(\lambda) < 0$ then the flow $U$ is unstable. For large values of $\lambda$ (i.e., small $R$), $\xi(\lambda) = 0$ for all eigenvalues $\gamma(\lambda)$. The border between stability and instability is marked by the critical wave number $k_0 = 1/\beta R$, where $\xi(\lambda_0) = 0$. At criticality $\gamma(\lambda_0) = i\eta(\lambda_0) = i\omega_0$ and $\mathcal{L}(U, \lambda_0) = \mathcal{L}_0$. If $\gamma(\lambda)$ is a simple eigenvalue of (5.4), then $\gamma(\lambda) = \xi(\lambda) + i\eta(\lambda)$, the complex conjugate of $\gamma(\lambda)$, is also an eigenvalue. The functions $\psi(x, r, \lambda)$ and $\bar{\psi}(x, r, \lambda)$ are eigenfunctions of (5.4) belonging, respectively, to the eigenvalues of $\gamma$ and $\bar{\gamma}$ of (5.4).

For the solutions $\psi(x, r, \lambda)$ and $\bar{\psi}(x, r, \lambda)$ of (5.4) to be periodic in the $x$ with period $2\pi/\alpha$, where $x$ is the wavenumber, it is necessary that these solutions are expressible in the form

$$\psi(x, r, \lambda(x)) = e^{i\alpha x} \phi(x, \lambda(x)). \quad (5.5)$$

Substitution of (5.5) into (5.4) leads to the Orr-Sommerfeld problem for the annular duct flow.

6. The adjoint problem and a perturbation formula for $\gamma$

For any functions $\bar{a}$ and $\bar{b}$ which are $2\pi/\alpha$ periodic in $x$ such that

$$a = \bar{a} \Rightarrow \bar{a} = 0 \Rightarrow e\bar{b} = 0$$

at $r = a$ and $b$, the scalar product $(\bar{a}, \bar{b})$ is defined as

$$(\bar{a}, \bar{b}) = \frac{2\pi}{\alpha} \left[ \frac{1}{a^2 - \alpha^2} \right] \frac{f_{\alpha}}{\alpha} \frac{d}{dr} \frac{d}{dr} dx. \quad (6.1)$$

The operator $-\bar{\gamma} D^4 + \mathcal{L}$, the adjoint of $-\gamma D^4 + \mathcal{L}$, is defined by the requirement that

$$(\bar{a}, \left[-\gamma D^4 + \mathcal{L}\right] \bar{b}) = \left[ -\mathcal{L}^* \right] \bar{a}, \bar{b}. \quad (6.2)$$
Bifurcating Poiseuille flow through annular ducts

\[ \lambda_1 = (1/|r|) \partial \lambda_0/\partial r, \text{ etc. It is not hard to establish (see (8.15)) that } \lambda(c) \text{ and } \omega(c) \text{ are even functions. Then when } c \text{ is small } \lambda - \lambda_0 > 0 \text{ if } \lambda_2 > 0 \text{ (see tables 1, 2 and 3). If } \xi(\lambda_0) > 0 \text{ then Poiseuille flow loses stability as } \lambda \text{ is decreased or as } R \text{ is increased. The condition } \xi(\lambda_0) > 0 \text{ is of greatest interest; in this case the bifurcating solution is subcritical if } \lambda_2 > 0 \text{ and supercritical if } \lambda_2 < 0. \text{ In the subcritical case a time-periodic solution will exist when } R < R_c. \text{ It has been demonstrated by Joseph & Sattlinger (1972), using Floquet theory, that subcritical bifurcating solutions are unstable. It follows from this that in the case of greatest interest } (\lambda_2 > 0, \xi(\lambda_0) > 0) \text{ any disturbance of laminar Poiseuille flow which does not decay will snap through the periodic bifurcating solution with the small value of the friction-factor discrepancy } f_R - f_L = \varepsilon^2 \text{ and be attracted to larger norm solutions which we have called stable turbulence (see figure 1a).}

Substitution of (7.3) into (7.1) leads to the following sequence of problems.

At zeroth order,

\[ J_0 \Psi_0 = 0, \Psi_0 = -\partial \Psi_0 / \partial r = 0 \text{ at } r = a, b. \quad (7.4a, b) \]

\[ b(\eta) = -\left( r^2 \frac{\partial \Psi_0}{\partial r} \frac{\partial \Psi_0}{\partial \eta} r^2 \right). \quad (7.4c) \]

At first order,

\[ J_0 \Psi_1 + J_1 \Psi_0 = 0, \Psi_1 = -\partial \Psi_1 / \partial r = 0 \text{ at } r = a, b, \]

\[ 0 = \left( \frac{\partial^2 \Psi_0}{\partial r^2} + \frac{\partial^2 \Psi_1}{\partial r^2} \right). \quad (7.5) \]

At second order,

\[ J_0 \Psi_2 + J_1 \Psi_1 + J_2 \Psi_0 + J_3 = 0, \Psi_2 = -\partial \Psi_2 / \partial r = 0 \text{ at } r = a, b, \]

\[ 0 = \left( \frac{\partial^2 \Psi_0}{\partial r^2} + \frac{\partial^2 \Psi_1}{\partial r^2} + \frac{\partial^2 \Psi_2}{\partial r^2} \right). \quad (7.6) \]

Here,

\[ J_0 = f(\Psi_0, D \Psi_0), \quad J_1 = f(\Psi_1, \partial^2 \Psi_0 / \partial r^2 + \lambda_0 D^4), \quad J_2 = f(\Psi_2, \partial^2 \Psi_0 / \partial r^2 + \lambda_0 D^4), \quad J_3 = f(\Psi_3, \partial^2 \Psi_0 / \partial r^2 + \lambda_0 D^4). \quad (7.7, 7.8) \]

The only two possible solutions of (7.4) when \( \gamma(\lambda_0) \) is a simple eigenvalue of \( \mathcal{L}_0 \) are

\[ z_1 = e^{-i \phi_0(x, r, \lambda_0(x))}, \quad z_2 = z_1. \quad (7.11) \]

The unique real-valued solution of (7.4), therefore, takes the form

\[ \Psi_0 = 2 \text{Re} (z_1) = e^{-i\phi_0(x, r, \lambda_0(x))} \quad (7.12) \]

The amplitude of this solution is fixed by the normalizing condition (7.4c); the solution is unique to within an arbitrary translation of the origin of \( x \).

8. The solvability conditions

To determine the solvability condition for systems (7.5) and (7.6), one needs to define another scalar product

\[ \langle \tilde{\alpha}, \tilde{\delta} \rangle = \frac{1}{2\pi} \int_0^{2\pi} \langle \tilde{\alpha}, \tilde{\delta} \rangle ds \quad (8.1) \]
for 2π-periodic functions of \( a \). For notational convenience, let

\[
[0] = [0, 2\pi],
\]

where

\[
z^* = e^{-i\phi^*}, \quad z^* = z^*_1
\]

are the solutions of (6.5) at criticality, when \( \gamma = -i\omega_0 \).

The adjoint problem to (7.4a, b) is described by the system

\[
\mathcal{J}^* \Psi^* = 0, \quad \Psi^* = \partial \overline{\Psi^*} / \partial r = 0 \quad \text{at} \quad r = a, b,
\]

where the adjoint operator

\[
\mathcal{J}^* = \mathcal{J}^* \mathcal{J}^* = -\omega_0 \partial^2 \mathcal{P}_r / \partial x + \mathcal{L}^*_r
\]

is defined relative to (8.1).

Suppose that \( +i\omega_0 \) are the simple eigenvalues of \( \mathcal{L}_r \) and consider the equation

\[
\mathcal{J}^* \Psi_n = f_n, \quad n = 1, 2, 3, \ldots,
\]

where \( f_n \) is a periodic function of \( x \) and \( x \) with periods \( 2\pi / \alpha \) and \( 2\pi \), respectively, \( \Psi_n \) has the same periodicity as \( f_n \) and \( \Psi_n = \partial \overline{\Psi_n} / \partial r = 0 \) at \( r = a, b \). Then it can be readily shown using (8.4) that a necessary condition for the solvability of (8.6) is

\[
[f_n, \Psi_n^*] = [f_n^*, \Psi_n^*] = 0.
\]

Equation (8.7) is also a sufficient condition for solvability (Joseph & Sattinger 1972). The periodic solutions of (8.6) are not unique. Any solution of the homogeneous system (7.4) may be added to a solution of (8.6). The normalizing condition

\[
b(\eta) \delta_{\eta_0} = -\left( \frac{k(r)}{r^2} \right)^{1/2} \left( \frac{\partial \overline{\Psi_n}}{\partial r} \right)_{\eta_0}
\]

is sufficient to ensure uniqueness.

By applying the condition (8.7) to (7.5) and (7.6), one finds

\[
[\mathcal{J}^* \Psi_n] + [\mathcal{J} \Psi_n] = 0
\]

and

\[
[\mathcal{J}^* \Psi_n] + [\mathcal{J} \Psi_n] + [J_n] = 0.
\]

It is evident that \( J_n \equiv 0 \) by virtue of the integration over the variable \( x \) since \( J_n \) contains no terms proportional to \( e^{-i\alpha \eta} \). Thus, first order,

\[
0 = [\mathcal{J}^* \Psi_n] = \omega_0 \left( \partial \mathcal{P} / \partial \phi \right)_{\eta_0} - \lambda_i \left( \partial \overline{\Psi_n} / \partial \eta \right)
\]

\[
= (-i\omega_0 + \gamma \lambda_i) \left( \partial \mathcal{P} / \partial \phi \right)_{\eta_0},
\]

where the last expression follows from using (6.8) evaluated at criticality with

\[
\psi_n(x, r, \lambda_i(x)) = \psi_n.
\]

It then follows that

\[
\omega_0 = \lambda_i = \mathcal{J}^* \mathcal{J} = 0
\]

when \( \gamma = 0 \).

With the use of (8.13), equation (8.10) becomes

\[
-i\omega_1 + \lambda_1 \gamma + [J_1] \left( \partial \mathcal{P}_r / \partial \phi \right)_{\eta_0} = 0.
\]

To find \( \lambda_2 \) and \( \omega_0 \), one must solve problems (7.4) and (7.5). It is shown by Joseph & Sattinger (1972) that

\[
\lambda^{(l+1)} = \omega^{(l+1)} = 0, \quad l = 0, 1, 2, \ldots.
\]

Thus, the first non-zero corrections

\[
\lambda = \lambda_0 + \epsilon^2 \lambda_2 + O(\epsilon^4)
\]

and

\[
\omega = \omega_0 + \epsilon^2 \omega_2 + O(\epsilon^4)
\]

can be determined from (8.14). To compute \( J_n \), one needs to solve problem (7.5). The \( \epsilon^2 \) in (8.16) and (8.17) is equal to \( f_n - f_n^{(1)} \) as in (4.8).

9. The solution of the first-order equations and expressions for \( \lambda_2 \) and \( \omega_0 \)

Before proceeding to the solution of the first-order equations, the zeroth-order system (7.4) and its adjoint problem (8.4) will be written in term of their respective amplitude functions \( \phi(r) \) and \( \phi^*(r) \) defined by

\[
\psi_n(x, r) = \phi_n(r) e^{i\alpha x}, \quad \psi^*_n(x, r) = \phi^*_n(r) e^{-i\alpha x}.
\]

The system (7.4) reduces to the Orr-Sommerfeld system

\[
\left( U - \omega_0 \right) \left( \phi_n'' - \frac{1}{r} \phi_n' - \alpha^2 \phi_n \right) - \left( U'' - \frac{1}{r} U' \right) \phi_n
\]

\[
- \lambda_0 \left[ \frac{\phi_n}{r} - \frac{2}{r} \phi_n' + \frac{3}{r^2} \left( \phi_n'' - \frac{1}{r} \phi_n' + \alpha^2 \phi_n \right) \right],
\]

\[
\phi_n = \phi_0 = 0 \quad \text{at} \quad r = a, b.
\]

The function \( \phi_0 \) is to be normalized by the condition (7.4c) such that

\[
\left[ \frac{4\pi}{b^2 - a^2} \int_a^b \text{Im}(\phi_n \bar{\phi}_n) \, dr + \frac{2\pi}{b} \int_a^b \text{Im}(\phi_n \bar{\phi}_n) \, dr \right] = b(\eta).
\]

where \( b(\eta) \) is given by (4.11). The primes denote differentiation with respect to \( r \).

The adjoint problem (8.4) is expressible as

\[
\left( U - \omega_0 \right) \left( \phi_n^{**} - \frac{2}{r} \phi_n^{*} - \alpha^2 \phi_n^{**} \right) + 2U' \left( \phi_n^{**} - \frac{2}{r} \phi_n^{*} \right)
\]

\[
= \lambda^* \left[ \phi_n^{**} - \frac{6}{r} \phi_n^{*} + \frac{3}{r^2} - 2 \alpha^2 \phi_n^{**} - \frac{1}{r} \left( \frac{3}{r^2} - 6 \alpha^2 \right) \phi_n^{*} + \alpha^2 \phi_n^{**} \right],
\]

\[
\phi_n^{**} = \phi_n^{**} = 0 \quad \text{at} \quad r = a, b.
\]

Next, attention is directed to the first order system. With \( \mathcal{J}_1 = 0 \), one can write (7.5) as

\[
\mathcal{J}_1 \Psi_1 + J_n = 0, \quad \Psi_1 = \partial \overline{\Psi_1} / \partial r = 0 \quad \text{at} \quad r = a, b,
\]

\[
0 = \left( \frac{\alpha}{r^2} \right)^{1/2} \left( \frac{\partial \overline{\Psi_1}}{\partial r} + \frac{\partial \overline{\Psi_1}}{\partial \eta} \right).
\]

Now, from (7.9) one finds with the use of (7.12)

\[
\mathcal{J}_0 = \mathcal{J} \left( \Psi_0, \mathcal{P}_r \right) = A e^{i\alpha \alpha \eta} + \mathcal{A} e^{-i\alpha \alpha \eta} + B + \bar{B},
\]

(9.6)
Equation (9.13) can be further simplified by integration by parts to yield
\[
[J_1] = \frac{2i\alpha}{b^3 - a^3} \int_a^b \frac{\phi''_0}{\phi''} \left[ \phi''_{11} \left( -\phi''_{11} - \phi''_{12} + 3\phi''_{13} - 3\phi''_{14} \right) + \frac{3}{r^2} \phi''_{14} \phi_{14} - \frac{3}{r^2} \phi_{14} \phi_{12} \right] dr
\]
\[
+ \int_a^b \phi''_{14} \left[ \frac{1}{r^2} \phi''_{12} - \phi''_{13} + 3\phi''_{14} - 3\phi''_{15} \right] dr
\]
\[
- \frac{\phi''_{16}}{(r^2 - \frac{3}{2} \phi''_{16})^2} - \frac{2}{r^2} \phi''_{16} \phi_{16} + 3\phi''_{18} - 3\phi''_{19} dr.
\]

With (9.17), the values of \(\lambda_+\) and \(\omega_+\) can be evaluated from (8.14). By separating (8.14) into real and imaginary parts, one finds
\[
\lambda_+ = -\Re \left( [J_1] \right) (D^2\psi_0, \psi_0^*)/\Re \gamma',
\]
\[
\omega_+ = \lambda_+ \Im \gamma' + \Im \left( [J_1] \right) (D^2\psi_0, \psi_0^*),
\]
where \(\gamma' = -(D^2\psi_0, \psi_0^*)/(D^3\psi_0, \psi_0^*)\) at criticality, and when use is made of (6.1) and (9.1),
\[
(D^3\psi_0, \psi_0^*) = -\frac{2}{b^2 - a^2} \int_a^b \left( \phi'' \phi'' + \frac{2}{r} \phi'' \phi'' + 4 \phi'' \phi'' + 2 \phi'' \phi'' + 2 \phi'' \phi'' + 2 \phi'' \phi'' \right) dr.
\]

The reader may readily formulate the problems which govern the derivatives of higher order in \(s\) of the time-periodic bifurcation solution. It is clear from the constructions given in this section that the stream-function series (7.3) involve \(x\) and \(s\) only in the combination \(ax - s - \theta\). It follows from this that
\[
\hat{\gamma}(x, r, \theta) = \hat{\gamma}(r, \theta, \theta).
\]

Functions of \(x\) and \(s\) which are of the form given by (9.22) are statistically stationary (see §2).

10. Numerical solutions and results

The systems (9.2), (9.4), (9.13) and (9.14) were solved numerically by a Runge–Kutta integration scheme, using the Gram–Schmidt orthonormalization procedure to remove the ‘parasitic errors’ during the integration. This technique was first devised by Wazzan, Okamura & Smith (1967) for the solution of the Orr–Sommerfeld equation for plane flow. In this investigation, this procedure was extended to solve the non-homogeneous equations (9.13) and (9.14).

To begin with, the eigenvalue problem of the zeroth-order equations (9.2) was solved to obtain \(c_0 = \omega_0/\alpha\) for a given point \((\alpha, R_0) = (\alpha, 1/\lambda_0)\) on the neutral-stability curve. The corresponding amplitude function \(\phi_0\) and its derivatives were also computed. This was done for a range of parameters \((\alpha, R_0)\) for three radius ratios \(\eta = r_1/r_2 = 1/1-01, 1\) and 3. The results of the first two cases agreed.
well with those reported by Mott & Joseph (1968). As a check, the eigenvalue \( \alpha \) was also computed from the adjoint problem (9.4). It yielded eigenvalues which agreed with those obtained from the system (9.3). The adjoint eigenfunction \( \phi_\alpha \) and its derivatives for the same range of \((\alpha, R_e)\) values were computed as well.

Once the \( \phi_\alpha \) problem had been solved, \( \phi_\alpha \) was normalized according to condition (9.3). The solutions to the non-homogeneous systems (9.11c) with (9.11b) and (9.14) with (9.12b) were obtained for the same given parameters \( \alpha \) and \( R_e \) as were used in the solution of the \( \phi_\alpha \) problem. These solutions of the non-homogeneous equations consist of a solution to the corresponding homogeneous equation plus a particular solution. The amplitude functions \( \phi_{1\alpha} \) and \( \phi_{2\alpha} \), and their derivatives follow directly from the numerical integration.

With the \( \phi_\alpha \), \( \phi_\alpha^\ast \), \( \phi_{1\alpha} \) and \( \phi_{2\alpha} \) solutions available, the expressions for \( (D^3 \phi_{1\alpha}, \psi_\alpha^\ast) \), \( (D^3 \phi_{1\alpha}, \psi_\alpha^\ast) \) and \( (J_1) \) were next evaluated numerically. Finally, the values of \( \lambda_2 \) and \( \omega_2 \) were calculated from (9.18) and (9.19). All the computations were done on an IBM 360/50 digital computer with double-precision arithmetic.

The numerical results for \( \eta = 1/1.01 \), \( \frac{1}{2} \) and \( \frac{1}{4} \) were listed, respectively, in tables 1, 2 and 3. To maintain accuracy of the results, it was found that 100, 150 and 200 steps, respectively, were needed in the numerical integration over the interval \( a \leq \tau \leq \beta \) with \( b - a = 2 \).

Inspection of tables 1, 2 and 3 shows that \( \lambda_2 \) and \( \omega_2 \) are both unbounded at that point on the neutral-stability curve. \( \lambda_2 \) and \( \omega_2 \) are everywhere finite, it can be seen from (9.18) and (9.19) that the values of \( \lambda_2 \) and \( \omega_2 \) are both unbounded.
11. Comparison with experiments

The use of the friction-factor discrepancy \(\varepsilon^2 = f_T - f_L\) as the measure of the amplitude of the disturbances makes possible a clear interpretation of the results of studies of stability and bifurcation for the problem of transition and turbulence. Briefly stated, the reason why the linear theory of stability fails to describe experiments is that the mathematical solution which arises from the instability of laminar flow at \(R = R_c\) bifurcates subcritically and is, therefore, itself unstable (see Joseph & Sattinger 1972). Theoretically, laminar flow is stable to small disturbances for some interval of \(R < R_c\), but practically one does not observe the laminar flow because it is unstable to larger disturbances. Sufficiently small disturbances of laminar flow will decay though larger disturbances may persist. Disturbances which are not attracted to laminar flow when \(R < R_c\) are attracted by other solutions which exist at the same \(R\) (with the same mass flux as laminar flow). In the present case the other solutions include at least the subcritical time-periodic bifurcating solution which we have calculated theoretically and the turbulent solutions which are observed in practice. Disturbances which escape the domain of attraction of laminar flow cannot be attracted by the bifurcating solution because this solution is itself unstable. Finite disturbances of laminar Poiseuille flow snap through the unstable time-periodic solution and are attracted to other solutions which, for want of a more precise description, are called stable turbulence.

In practice stable turbulence appears to have the property of consistent reproducibility on the average. By this we mean that for smooth pipes there appears to be a curve, which we have called a response curve, which defines a functional relation between the Reynolds number and friction factor (between the mass flux and pressure gradient). The existence of such a curve, which is widely accepted as natural even in elementary books, is actually a remarkable event since the curve is defined over a set of fluctuating turbulent flows each of which differs from its neighbours. In this sense the response curve may be regarded as giving the steady average response of a fluctuating system subjected to steady external conditions. It is, therefore, natural that the response curve can be defined through analysis of functionals defined over statistically stationary solutions of the Navier–Stokes problem for flow in annular ducts (see Howard 1971).

The bifurcation diagram in the plane of the response curve is shown in figures 1(a), (b) and (c). The experimentally observed values are taken from the paper of Walker, Whan & Rotheris (1957). The co-ordinates \(R_e\) and \(f_e\) used by these authors are related to \(R\) and \(f\) by

\[ R - R_e = 4f_e P_e(\eta), \quad f - 4f_e = P_e(\eta), \]

where

\[ P_e(\eta) = \frac{1 + (1 - \eta^2)/(2\ln \eta)}{1 - \eta}. \]

The response function for laminar flow is given by

\[ f_L = \left(\frac{16}{R} P_e(\eta)\right), \]

where

\[ P_e(\eta) = \frac{(1 - \eta^2)^3}{(1 + \eta^2)^3 + (1 - \eta^2)^3} = \frac{1}{8\eta^3}. \]

The response curve for laminar flow appears as a straight line

\[ d\ln f_L / d\ln R = -1 \]

on a log-log plot. The response curve for the bifurcating solution near the point of bifurcation is given by

\[ \varepsilon^2 - f_T - f_L \approx (\lambda - \lambda_0)/\lambda_0 + O(\varepsilon^4). \]

Hence

\[ \ln f_T = \ln f_L + \ln \left[1 + \frac{1}{16\lambda_0^2 P_e(\eta)}\right] + O(\varepsilon^4) \]

and

\[ \frac{d\ln f_T}{d\ln R} = \frac{d\ln f_L}{d\ln R} - \frac{1}{16\lambda_0^2 P_e(\eta)}. \]

Equation (11.3) holds for each fixed spatial period, i.e., for each value of \(\alpha\) in tables 1, 2 and 3.

The slope of the response curve for the wavenumber which gives the smallest critical value \(R = R_c\)

\[ R_c = R_c(\alpha) = \min R_c(\alpha), \]

is obtained from tables 1, 2 and 3. These slopes are given in table 4. They are very close to the slope of the laminar response curve. Inspection of the tables 1, 2 and 3 shows that the solutions which bifurcate with a slightly larger than \(\alpha\) lie even closer to the laminar response curve. It may be interesting to determine the envelope of two-dimensional bifurcating solutions.

All of the features which we have just summarized are evident in figures 1(a), (b) and (c). The circles there represent experimental observations; solid lines are stable solutions and dashed lines are unstable solutions. It is clear from the values of \(d\ln f_T/d\ln R\) given in the figures that the slope of the response curve for
time-periodic flow at $R = \bar{R}$ differs by only a small amount from the slope (-1) for laminar flow. Of course, the heavy dashed line in the figures only represents the slope of the response curve; the computation of the actual curve would require computations of the higher-order derivatives of $\lambda(\epsilon)$ at least. It is natural to wonder if the envelope of response curves for the bifurcating solutions which continue the dashed line would merge smoothly with the response curve defined by experiments (figure 1). It is possible that the continuation of the envelope of bifurcation response curves lies near to the line $d \ln f_2/d \ln R = -1$ for values of $R$ between $\bar{R}$ and the transition value ($R \sim 600$ or in the conventional notation $2\langle U_2 \rangle (r_2 - r_1)/\nu \sim 2400$). In the neighbourhood of this transition value the value of $R$ on the envelope of response curves for the bifurcating solutions might attain a minimum. The envelope of bifurcating solutions on the upper branch above the minimum could possibly regain some stability and appear as a curve through the experimental data shown in figure 1. The computation of higher-order terms in general, and of $\lambda_4$, in particular, is one way to test further these conjectures.
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### Table 4. Values of the slopes of the response curve at $R = \bar{R}$

<table>
<thead>
<tr>
<th>$\eta$</th>
<th>$1/1.01$</th>
<th>$1/4$</th>
<th>$1/4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1/[16 \lambda F_2(g)]$</td>
<td>0.0430</td>
<td>0.0067</td>
<td>0.0035</td>
</tr>
<tr>
<td>$[d \ln f_2/d \ln R]_x$</td>
<td>-1.0430</td>
<td>-1.0067</td>
<td>-1.0035</td>
</tr>
</tbody>
</table>
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